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Preface
While light has been used for delivering information over free space for many centuries, modern fiber-

optic communications did not begin until the early 1960s when Charles Kao theoretically predicted that

high-speed information could be carried by optical waves and transmited for long distances over a nar-

row glass waveguide, which is now commonly referred to as the optical fiber. In 1970, a team of re-

searchers at Corning successfully fabricated optical fibers using fused-silica with less than 20dB/km of

loss at 633nm wavelength. The Corning breakthrough was the most significant step toward practical

applications of fiber-optic communication. Over the next several years, fiber losses dropped dramat-

ically, aided by both the improvedmaterial quality and better fabrication methods, as well as the shift to

longer signal wavelengths where fused-silica has inherently lower attenuation.

Meanwhile, the prospect of fiber-optics for communication intensified R&D efforts in semiconduc-

tor lasers and other related optical devices. Near-infrared semiconductor lasers operating in 810, 1320,

and 1550nm wavelengths were developed to fit into the low loss windows of silica optical fibers. The

bandwidth in 1550nm wavelength window alone, with the elimination of the water absorption peak,

can be extended to more than 160nm, which is approximately 20THz. In order to make full and

efficient uses of this vast bandwidth, many innovative technologies have been developed, such as

tunable laser diodes, dispersion-managed optical fibers, optical amplifiers, and wavelength division

multiplexing, as well as advanced modulation formats and detection techniques. In addition to wide

bandwidth and long-distance fiber-optic links, metropolitan and local area optical networks have also

been developed, and significant research and development efforts have been especially devoted to

fiber-to-the-home in order to remove the last mile bottleneck of high-speed access.

Fiber-optic communication is a subject that requires good understanding of fundamental physics,

rules of engineering design, and communication system applications. This book is intended to provide a

comprehensive description of fiber-optic communication technology, with a special focus on explain-

ing engineering design rules through underlining physics principles of optical components and basic

theories of telecommunications. As a rapidly growing field, fiber-optic communication has evolved

significantly over the past decades with various enabling technologies, devices, and system design con-

cepts. For example, receiver sensitivity, defined as the minimum signal optical power required to

achieve the desired bit error rate, is no longer valid when multiple optical amplifiers are used in the

system which generates significant optical noise. In such systems, the required optical signal to noise

ratio is the most relevant performance indicator. In recent years, complex optical field modulation

and coherent detection have reemerged as the dominant format for high capacity fiber-optic systems,

in conjunction with the availability of adaptive digital signal processing (DSP). Traditionally, an im-

portant fiber-optic system design rule has been to perform signal processing in the optical domain

whenever possible, and optical domain chromatic dispersion compensation and polarization mode dis-

persion (PMD) compensation have been developed and widely implemented in commercial fiber-optic

systems. The availability of high-speed DSP has completely changed this design rule, and electronic

domain compensation of transmission impairments has become more efficient and flexible, especially

in high-speed coherent systems. This book strives to capture these new technological developments and

system design concepts.
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xviii Preface
After a brief overview of fiber-optic communications in Chapter 1, Chapter 2 discusses fundamen-

tal principles of wave propagation and basic properties of optical fiber as the main transmission me-

dium of fiber-optic communications. Chapter 3 introduces semiconductor lasers and light-emitting

diodes (LED), which are commonly used as light sources for optical communications. While low-cost

LED and vertical cavity surface emitting laser (VCSEL) arrays are important in short distance optical

interconnection, single-frequency diode lasers are indispensable for long-distance and high-speed

fiber-optic systems to maximize the spectral efficiency and to minimize the impact of chromatic dis-

persion. Chapter 4 discusses the basic properties of photodiodes, which perform optical-to-electric con-

versions in optical receivers. In addition to quantum efficiency and responsivity of photodetection,

noise is also created in the photodetection process through a number of different mechanisms.

Avalanche photodiodes can help magnifying photocurrents, but cannot improve the signal-to-noise

ratio. Also based on revise biased semiconductor pn-junctions, similar devices, such as photovoltaic

and charge-coupled devices (CCD) are also discussed in this chapter. Although not directly used in

fiber-optic communications, they are very popular for renewable energy generation and digital imag-

ing. Optical amplification discussed in Chapter 5 is an enabling technology which makes long-distance

optical communication possible. Both semiconductor optical amplifiers (SOA) and erbium-doped fiber

amplifiers (EDFA) are discussed and their properties are compared. While an SOA with fast carrier

dynamics is good for all-optical signal processing, EDFAs are most popular as inline optical amplifiers

in wavelength multiplexed (WDM) optical systems because of the slow carrier dynamics and less

crosstalk between WDM channels. Fiber Raman amplifier is also discussed, which provides an addi-

tional mechanism for optical amplification. Distributed fiber Raman amplification is a promising tech-

nique to further extend the reach of a fiber-optic system beyond the capability of only using EDFAs,

and the effective noise figure of a distributed fiber Raman amplifier can even be negative. We explain

the reason why the negative value of the effective noise figure does not violate fundamental physics

principles. Chapter 6 introduces basic structures and properties of passive optical devices often used in

fiber-optic systems, which include directional couplers, interferometers, optical filters, fiber Bragg

gratings, wavelength division multiplexers and de-multiplexers, optical isolators and circulators, as

well as optical switches. Planar lightwave circuit (PLC) is a technique that allows the integration of

a large number of functional photonic components onto a chip. Especially when silicon is used as

the substrate, known as silicon photonics, large-scale integration can be possible thanks to the tight

field confinements, and photonic circuits can also be monolithically integrated with CMOS electronic

circuits. Chapter 7 is dedicated to the discussion of electro-optic modulators as they are uniquely im-

portant in fiber-optic systems for translating electronic signals into the optical domain. External mod-

ulation avoids frequency chirp associated with direct current modulation of laser diodes and allows

both intensity modulation and complex optical field modulation of the optical signal. Three basic mod-

ulator configurations are discussed, including Mach-Zehnder, micro-resonator ring, and electro-

absorption. Optical single-sideband modulation, in-phase/quadrature modulation, and the importance

of modulator biasing control are also explained.

After the discussion of various optical components as building blocks, Chapter 8 introduces basic

concepts of digital optical communication systems. Starting from the bit error rate (BER) and Q-value,

the definition and implication of receiver sensitivity and the required optical signal to noise ratio are

explained. Various signal degradation mechanisms are discussed, which originate from both random

noise and waveform distortion. While random noise can be generated by the amplified spontaneous

emission of optical amplifiers and by the receiver, waveform distortion is more deterministic, which
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can be introduced by chromatic dispersion, PMD, as well as nonlinear effects and crosstalk from other

channels. Chapter 9 explores the principle and applications of coherent optical communication sys-

tems, including various modulation and detection techniques. Due to the ability of linearly translating

the complex optical field into the electronic domain, a coherent system can be more flexible with much

higher spectral efficiency. As a strong optical local oscillator is used in the receiver, design rules and

performance evaluation of a coherent system can be quite different from systems with direct detection.

Modulation format of the optical signal is another important topic in optical communications which is

discussed in Chapter 10. In addition to binary intensity modulation, advanced modulation formats can

be very beneficial to allow the improved spectral efficiency and the increased tolerance against per-

formance degradation. Especially after the introduction of complex optical field modulation and co-

herent detection, high-level modulation in both amplitude and optical phase can be applied. Analog

optical systems and radio-over-fiber are also introduced in this chapter, which are traditionally used

for cable TV but can also be used to support wireless communication networks by delivering high car-

rier frequency radio signals between the central office and antenna sites. Optical link budgeting dis-

cussed at the end of this chapter is a comprehensive task in optical system design which determines how

far the system can go while still meets the performance requirement. Link budgeting has to consider all

factors impacting the system, including signal optical power level of the transmitter, attenuation by the

fiber and other optical components, as well as signal quality degradation due to noise and waveform

distortion. Chapter 11 discusses the application of DSP in fiber-optic systems. The introduction of high-

speed DSP has brought fundamental changes in the design of optical communication systems, which

allows digital filters, arbitrary waveform generation, and fast Fourier transform (FFT) to be used in the

signal processing. Dispersion compensation, PMD compensation, and carrier-phase recovery in coher-

ent receivers can be made in the electronic domain and adaptive to variations of system parameters and

phase noise. Digital subcarrier multiplexing (DSCM), including orthogonal frequency division multi-

plexing (OFDM) and Nyquist pulse modulation, can be implemented to make fiber-optic systems more

flexible and spectrally efficient. The last chapter of this book, Chapter 12, introduces basic architec-

tures, functionalities, and applications of optical networks. Layered structures, network topologies,

routing protocols, and network management algorithms are presented, and multiplexing standards

of SONET, SDH, and IP are used as examples of data frame structures. Passive optical networks

(PON) and data center networks are specifically addressed as emerging applications in access and high

capacity data interconnection. The concept and implementation of reconfigurable optical add/drop

multiplexing, optical circuit switching, and packet switching are discussed and compared. The last

section of Chapter 12 introduces digital subcarrier cross-connect (DSXC) in the electronic domain.

As a circuit-switching technique, DSXC can provide much finer data rate granularity and faster switch-

ing speed compared to optical circuit switching, and much lower latency and complexity compared to

electronic packet switching.

Teaching ancillaries for this book are available to qualified instructors by registering at www.

textbooks.elsevier.com. Once registered, visit https://textbooks.elsevier.com/web/product_details.

aspx?isbn=9780128053454 for more details.
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Telecommunication has enabled large-volume information exchange over long distances. Nowadays,

the internet has formed a giant World Wide Web that permeates into almost all areas of human

society, and has fundamentally changed our lifestyles. Global internet traffic has passed one zettabyte

(1021 bytes) in 2016, and is still growing at a fast rate. Because of its low transmission loss and ultrawide

spectral bandwidth, optical fiber is an obvious choice for long distance and high-speed communication.

Optical fiber, as the preferred transmission medium, provides the backbone of the broadband internet

worldwide. Fiber-optic communication as a technology has evolved significantly over the last few de-

cades along with the emergence of many enabling components, innovative communication system con-

cepts, and network architectures. The research and development (R&D) field of fiber-optic

communication is interdisciplinary, which requires the understanding of fundamental device physics,

communication theory, modulation and coding, as well as telecommunication networking protocols

and architectures. Themajor purpose of this book is to provide an up to date and comprehensive coverage

of optical fiber communication technologies and their applications. As fiber-optic system/network de-

signs and applications are based on the properties of keydevices as buildingblocks, this book emphasizes

fundamental concepts and engineering issues of optical and optoelectronic devices. With a good under-

standing of device physics, capabilities and limitations, reasonable tradeoffs can be made in system and

network design, performance estimation, implementation, trouble shooting, and optimization.
1.1 WHY OPTICAL FIBER
The earliest telecommunication can be traced back to the first telegraph sent by Samuel F. B. Morse in

1844 based on electromagnetic waves, which may be categorized as the wireless communication we

know now. The general idea of optical communication started even much earlier for visual information

delivery through smoke or flag semaphore, which can be seen as the earliest version free-space optical

communication. While wireless and free-space communications can be flexible and mobile, commu-

nication via wire lines can provide better reliability and security.
Introduction to Fiber-Optic Communications. https://doi.org/10.1016/B978-0-12-805345-4.00001-9
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4 CHAPTER 1 INTRODUCTION
A pair of twisted wires shown in Fig. 1.1.1A is flexible and can support megahertz transmission

bandwidth over relatively short distances of typically no more than 10m. The high-frequency imped-

ance of twisted wires is not well defined, and radiation loss and electromagnetic interference can be

major problems when carrying high-frequency signals. Coaxial cables are designed to carry high-

frequency signals with an electromagnetic shield to prevent the radiation as shown in Fig. 1.1.1B.

The center of a coaxial cable is a solid copper wire, which is surrounded by a dielectric insulation layer

acting as a buffer to keep the center conductor straight. Covering the dielectric layer is a layer of metal

shield, which can be braided copper wire or aluminum foil. The impedance of a coaxial cable at high

frequency is determined by the dielectric constant and the thickness of the dielectric layer. There is also

an outer jacket to protect and strengthen the cable. The bandwidth of a high-speed coaxial cable

with proper connectors can be up to a few tens of gigahertz, but the cable length is typically not more

than a fewmeters because of the high transmission loss. The lack of low loss and wide bandwidth trans-

mission medium had hindered wire line communications for many years before the introduction

of optical fiber. In fact, before 1980s, most of the long-distance telecommunication was carried on

microwave, and twisted wires and coaxial cables were used for short-distance interconnections

such as telephone and TV.
Outer jacket

Copper 
shield

Dielectric

Center
connector 

(A) 

(B) 

(C) 

Core Cladding 
Primary 
coating 

 Jacket 

125µm

9µm 

250µm 
900µm 

Jacket Coating 

Cladding 

FIG. 1.1.1

Illustrations of (A) a pair of twisted wires, (B) a coaxial cable, and (C) a single-mode optical fiber.



51.1 WHY OPTICAL FIBER
The introduction of optical fiber in the early 1980s revolutionized the telecommunication’s industry by

providing an ideal transmissionmediumwith unprecedented ultra-wide bandwidth and very low propaga-

tion loss. As shown in Fig. 1.1.1C, an optical fiber has a center core with a diameter of typically 9μm for

single-mode fiber and 50μm for multimode fiber. Outside the core, there is a cladding layer with 125μm
diameter for both single-mode andmultimode fibers. Both the core and the cladding aremade of SiO2ma-

terial, but the core has a slightly higher refractive index than the cladding through doping, so that the signal

optical field ismostly confinedwithin the core.Anelastic acrylate coating layer is applied outside the clad-

ding to provide primary protection to the fiber. A secondary layer of jacket further strengthens the fiber.

Overall, the fiber diameter, including coating and jacket, is less than 1mm, and nometalmaterial is used at

all, so that the weight per unit length of fiber is much less than for a coaxial cable.

Fig. 1.1.2 shows the attenuation of a standard single-mode fiber (Corning SMF-28) as the function

of the signal wavelength. The attenuation is lower than 0.5dB/km across a wide wavelength window

from 1200 to 1600nm, corresponding to an approximately 62.5 THz bandwidth in frequency. In the

1550-nm wavelength window commonly used for long-distance optical communication, the attenua-

tion is as low as 0.19dB/km. This means more than 1% of the signal optical power can still remain after

propagating through 100km of fiber.
FIG. 1.1.2

Attenuation of standard single-mode fiber (Corning SMF-28). The inset shows the cross section of a fiber cable

with 288 fibers.
In addition to the low attenuation and wide available bandwidth, advantages of optical fiber also

include low security risk, high reliability, low weight, and low cost. As the optical signal is tightly

confined within the core of optical fiber based on total internal reflection, it is extremely difficult

to tap the information out of a fiber without disturbing its low loss transmission. Even if the fiber

is tapped along the transmission line, it can be quite easy to find out because the fiber loss would

be abnormally increased, which can cause the entire system to fail.

Because an optical fiber is made of silica which is an electric insulator, and there is no metal ma-

terial involved, it is highly resistant to many environmental factors such as erosion and moisture that

would affect copper wires and coaxial cables. As the signal is in the optical domain, the communication

quality is immune to electromagnetic radiation and radio-frequency (RF) interference.
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The lightweight of fiber is another advantage, which makes it easy to handle and to install. Thanks

to the lightweight and small diameter of each fiber, a fiber cable can hold a large number of fibers

arranged in many bundles. For example, a standard fiber cable with cross section shown in the inset

of Fig. 1.1.2 has 24 fiber bundles with 12 fibers in each bundle, and thus a total of 288 fibers are carried

by this cable. Because of the massive production and deployment, the cost of optical fiber can be much

lower than wideband coaxial cable per unit length. Together with the low maintenance cost, the fiber-

optic system has become the best choice for wire line communication systems and networks.
1.2 EVOLUTION OF FIBER-OPTIC COMMUNICATION TECHNOLOGIES
Fig. 1.2.1 shows the block diagram of the simplest fiber-optic communication system, which includes

an optical transmitter, an optical receiver, and a transmission optical fiber. Because an optical fiber can

only carry an optical signal, the electric signal from an information source has to be translated into an

optical signal by the optical transmitter that performs electric-to-optical (E/O) conversion. After the

optical signal is delivered to the destination by the optical fiber, it has to be converted back to the elec-

tric domain, which is accomplished by the optical receiver performing optical-to-electric (O/E)

conversion.
Received
electric signal

Transmitter Receiver

Electric
signal source

Fiber

Fiber-optic system

(E/O) (O/E)

FIG. 1.2.1

Block diagram of a basic optical fiber communication system.
In the early days of optical fiber communication, most of the key components were not mature

enough, including laser diodes required for the optical transmitter, photodiodes for the optical receiver,

as well as the quality of the optical fiber.

The first-generation optical fiber communication systems were developed in the late 1970s after

Corning successfully reduced fiber loss to the level below 10dB/km, and with room temperature op-

erating semiconductor lasers made available. The first-generation fiber-optic communication systems

operated in the 850-nm wavelength window mainly due to the availability of GaAs semiconductor la-

sers operating at that wavelength, and the first-generation multimode fibers were optimized for that

wavelength. Because the loss of the optical fiber was more than 3dB/km in the 850-nm wavelength

window at that time, the signal optical power would drop by 30dB after 10km of fiber transmission,

and thus the signal has to be regenerated for every 10km. Direct injection-current modulation on laser

diodes in the transmitter was used in the first-generation fiber-optic systems, and the modulation speed

was limited to a few tens ofMHz. Silicon photodiodes were used at the receiver as 850nm is well within

the detectable wavelength region of silicon. Although these first-generation fiber-optic systems do not
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seem very impressive now, it was already much better than coaxial cable systems that need to be regen-

erated every 1km or less for this data rate.

It was clear that the major limitation on the transmission distance of the first-generation fiber-optic

systems was the high fiber attenuation at 850nm. The second generation of fiber-optic systems moved

the operation wavelength from 850 to 1310nm, mainly for two reasons: first, fiber attenuation at

1310nm could be reduced to less than 1dB/km (vs. 3dB/km at 850nm), and second, the chromatic

dispersion of silica fiber in the 1310-nm wavelength window is almost zero. The realization of the

second-generation fiber-optic systems was enabled by two key technological developments. The first

of themwas bandgap engineering of semiconductor lasers, which enabled the creation of 1310-nm laser

emission based on InGaAsP semiconductor materials. The second key development was the single-

mode optical fiber that eliminated the modal dispersion of multimode fibers which, to a large extent,

limited the data rate increase of the first-generation fiber-optic systems. InP-based photo-detectors

were also indispensible for the detection of 1310nm optical signals, which fall outside the detectible

wavelength region of silicon photodiodes. The second-generation fiber-optic systems developed in the

mid-1980s were able to extend the regenerating distance to approximately 40km with a signal data rate

of up to 2Gb/s. The improvement of the second-generation fiber-optic systems was significant with

respect to the first-generation in terms of both regeneration distance and the data rate. Although fiber

attenuation was reduced over time with the improved material quality and fabrication techniques, the

intrinsic loss of fiber at 1310nm is still much higher than that in the 1550-nmwavelength window. This

resulted in the development of the third-generation fiber-optic systems operating in the 1550nm wave-

length window in which the fiber loss was reduced to the 0.25dB/km level in late 1980s.

However, in the 1550-nm wavelength window single-mode optical fiber made of silica has signif-

icant chromatic dispersion on the order of 17ps/nm/km. This means for two wavelength components of

an optical signal separated by 1nm, their differential group delay (DGD) can reach 1.7ns after 100km

transmission. Thus, a laser source used for fiber-optic system has to have a narrow enough spectral

width to prevent signal pulse spreading caused by chromatic dispersion. For a Fabry-Perot type

InGaAsP semiconductor laser with a cavity length of 300μm, the longitudinal mode spacing is on

the order of 1nm. Thus, multiple longitudinal modes from a laser diode would severely limit the max-

imum data rate that the system can support. This triggered intensive R&D efforts in single-longitudi-

nal-mode diode lasers based on external cavity, or based on distributed feedback (DFB) structures.

While an external cavity semiconductor laser was able to provide very narrow spectral linewidth, it

was not a fully integrated device that can be mass produced, and was not stable enough to meet the

telecommunication standard. DFB lasers, on the other hand, with Bragg gratings written inside laser

chips are fully integrated devices that can be mass produced. Thus, DFB lasers emerged as the main

light sources for fiber-optic communication systems. With rapid advances in nano-fabrication tech-

niques over the years, the quality and yield of DFB lasers have been improved significantly. Other types

of integrated single-frequency semiconductor laser structures were also created such as distributed

Bragg reflector (DBR) lasers, and multi-section DBR lasers with the capability of wavelength tuning.

The introduction of single-frequency semiconductor lasers and the reduced fiber attenuation in the

1550-nm wavelength window enabled the third-generation fiber-optic system to carry up to 10Gb/s

data rate over 100km of fiber.

Another way to reduce the impact of chromatic dispersion is to change the fiber design so that the

dispersion parameter can be reduced in the 1550-nm wavelength window. Dispersion-shifted fibers,

with zero dispersion wavelength shifted to, or near, the 1550-nm wavelength window, were developed
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in late 1980s and deployed in some areas in early 1990s. With dispersion-shifted fiber, the transmission

distance could be extended beyond 100km for a 10-Gb/s binary modulated data channel.

Coherent optical detection technique was also demonstrated in the 1990s mainly for the purpose of

improving the receiver sensitivity and increasing the transmission distance. Coherent detection with a

strong optical local oscillator (LO) at the receiver effectively amplifies the optical signal so that a much

lower signal optical power can be enough to reach an acceptable level of bit-error rate (BER). However,

the coherent systemwas not commercially successful at that time due to the lack of low cost and narrow

spectral linewidth semiconductor lasers, and the major advantage of improved receiver sensitivity soon

lost its competitiveness after the introduction of optical amplifiers.

The fourth generation of fiber-optic systems was represented by wavelength-division multiplexing

(WDM) and the introduction of optical amplifiers, which enabled orders of magnitude increase of both

the capacity and the transmission distance of optical transmission systems. It is evident that the multi-

terahertz optical bandwidth cannot be fully filled with a single wavelength channel, which is limited by

the speed of electronic circuits and electro-optic modulation. By combining multiple wavelength chan-

nels into the same fiber, the wide optical bandwidth of the fiber can be more efficiently utilized. Mean-

while, erbium-doped fiber amplifiers (EDFAs) can amplify optical signals directly in the optical

domain without converting to electronics. This eliminated the need for frequent regeneration of optical

signals of every 100km, which requiring O-E-O (optical-electronic-optical) conversion. Receiver sen-

sitivity can also be significantly improved with an EDFA pre-amplifier in front of an optical receiver

that amplifies the received optical signal.
FIG. 1.2.2

Block diagram of a WDM optical system using external modulation.
Fig. 1.2.2 shows the block diagram of a WDM optical system with N wavelength channels. In this

system, each data channel is modulated onto an optical carrier with a specific wavelength through an

external electro-optic modulator. All the optical carriers are combined into a single output through a
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wavelength division multiplexer. The power of the combined optical signal is boosted by an optical

fiber amplifier and sent to the transmission optical fiber. Along the fiber transmission line, the optical

signal is periodically amplified by in-line optical amplifiers to overcome the transmission loss of the

optical fiber. At the destination, a wavelength division de-multiplexer is used to separate optical car-

riers of different wavelengths, and each wavelength channel is detected separately. In this system, the

WDM configuration allows the efficient use of the wide bandwidth offered by the optical fiber, and

optical amplification technology significantly extended the overall reach of the optical system without

electronic regeneration.

Because of the dramatically increased transmission distance, chromatic dispersion of the optical

fiber became a major limitation. In addition, as multiple wavelength channels propagate in the same

fiber and optical power levels in the fiber also became high due to optical amplification, other sources

of performance impairments start to become significant, which include fiber nonlinearity,

polarization-mode dispersion, and amplified spontaneous emission (ASE) noise generated by optical

amplifiers.

Dispersion-shifted fiber can be used to reduce the impact of chromatic dispersion in a long distance

transmission system. However, dispersion-shifted fibers were later found to be susceptive to nonlinear

effects, especially whenWDMwas used. Another way to reduce the accumulated chromatic dispersion

along the fiber is to insert dispersion compensating modules (DCMs) into the system, which have op-

posite sign of dispersion compared to the transmission fiber. A DCMs can be made of specially

designed fiber known as dispersion compensating fiber (DCF), or optical all-pass filter based on fiber

Bragg grating (FBG).

As multiple channels with different wavelengths propagate in the same optical fiber, the impact of

fiber nonlinearity can be significant; especially for fiber systems with multiple spans involving in-line

optical amplifiers. Self-phase modulation (SPM), cross-phase modulation (XPM), and four-wave mix-

ing (FWM) are among the most severe degradation effects due to Kerr-effect fiber nonlinearity. A

dispersion-shifted fiber usually has smaller core size compared to a standard single-mode fiber, and

thus the power density is higher for the same total signal power. In addition, due to the reduced chro-

matic dispersion, differential walk off between different wavelength channels is reduced so that the

strength of inter-channel crosstalk due to nonlinear effects such as FWM in dispersion-shifted fiber

can be much stronger than that in a standard single-mode fiber. Standard single-mode fiber with rel-

atively high local dispersion but compensated periodically along the system was shown to be less sus-

ceptible to fiber nonlinearity. Various types of single-mode fibers have been developed to improve

optical transmission system performance, such as non-zero dispersion-shifted fiber (NZ-DSF), and

large effective area fiber (LEAF).

Polarization-mode dispersion (PMD) arises from residual birefringence of single-mode fiber. PMD

creates DGD between the two orthogonally polarized fundamental modes along the fiber. As the energy

of the optical signal is partitioned into these two degenerate modes, their DGD can introduce pulse

spreading of the optical signal. To make things more complicated, the residual birefringence of an op-

tical fiber is quite sensitive to the environmental condition and mechanical stress, which can change

randomly over time. Based on the Maxwellian distribution statistics of PMD, even with a relatively

small average DGD, the instantaneous DGD can temporarily reach high values. If this instantaneous

DGD reaches a level comparable to the length of data symbol carried by the optical signal, it can cause

surges in bit-error rate, and system outage. The impact of PMDwas not a big concern for the 1st and the

2nd generations of fiber-optic systems because of the relative low symbol rates. However, it became
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one of the major concerns with the increase of data symbol rates beyond 10 Gbaud/s. A number of

adaptive PMD compensation techniques have been demonstrated for high-speed fiber-optic systems,

mostly through feedback control of state of polarization (SOP) of the optical signal. The requirement of

PMD compensation significantly increased the complexity of the system.

The successful commercialization of the 4th-generation fiber-optic systems was enabled by several

key components and technologies. Single-frequency semiconductor lasers with wavelengths either

locked at the ITU (international Telecommunication Union) grid forWDM, or were tunable for flexible

wavelength settings. External electro-optic modulator is another important device for data encoding,

which avoided the large modulation chirp inherent to direct modulation of laser diodes. Electro-optic

modulators built with Mach-Zehnder configuration based on LiNbO3 electro-optic material exhibits

superior performance, while electro-absorption modulators based III-V semiconductor materials can

be monolithically integrated with laser diodes, so that the cost could be lower.

Optical amplifiers with wide gain bandwidth and low noise figure were developed for the 4th-

generation fiber-optic systems. Semiconductor optical amplifiers (SOAs) are electrically pumped with

miniature size and easy for integration. However, the short carrier lifetime and fast gain dynamics on

the order of sub-nanoseconds made an SOA susceptible to inter-channel crosstalk in WDM system

applications. An EDFA, on the other hand, has a carrier lifetime on the order of 10ms, which is several

orders of magnitude longer than symbol lengths of modulated optical signals, and thus inter-channel

crosstalk due to cross-gain saturation is not a concern for WDM system applications. EDFAs are now

implemented in most high-speed commercial WDM fiber-optic systems. Meanwhile, the quality and

the functionality of passive optical components have also been improved considerably over years such

as WDM multiplexers (MUXs) and de-multiplexers (DE-MUXs), tunable optical filters, isolators, and

circulators. For example, although thin film-based WDM components traditionally used for MUX and

DE-MUX have excellent performance, their insertion loss can be increased dramatically with the in-

crease of the number of channels, and the fabrication yield can be reduced in the assembling process

based on free-space optics. Thanks to the advance in photonic integration technology, arrayed-wave-

guide-gratings (AWGs) based on planar lightwave circuits (PLCs) allowed the fabrication through pho-

tolithography and etching. PLC-based MUXs and DE-MUXs with high spectral selectivity, low loss,

and large port count are commercially available.

From the systems point of view, significant efforts have been paid in the modeling and understand-

ing of various degradation effects affecting fiber-optic transmission system performance. Numerical

techniques such as the split-step Fourier method allows the inclusion of most linear and nonlinear ef-

fects of optical fiber for system performance simulation. Commercial simulation software packages

were also made available, which provided powerful tools for optical system design and performance

evaluation. Meanwhile, various analytic and semi-analytic techniques were developed for system per-

formance evaluation, allowing better understanding of specific physical mechanisms behind system

performance degradation. Analytic and semi-analytic techniques also allowed fast calculation of sys-

tem performance, which is required for making real-time routing decisions for dynamic optical net-

works. Through the excise of optical system modeling and analysis, and the understanding of

system performance degradation mechanisms, various modulation formats have been demonstrated

to improve the performance of optical systems and to maximize the system capacity. In addition to

non-return-to-zero (NRZ), other modulation formats such as return-to-zero (NR), carrier-suppressed

RZ (CSRZ), duo-binary, quadrature phase shift keying (QPSK), and differential QPSK (DQPSK) have

shown to have advantages in different aspects, such as better tolerance to chromatic dispersion, higher



111.3 OPTICAL SYSTEMS ENABLED BY DSP
spectral efficiency, or better receiver sensitivity.With the introduction of inline optical amplifiers, ASE

noise accumulated along the system can become the dominant noise source at the receiver. Thus, tol-

erance to optical noise became the most important issue in an optical receiver. Instead of using receiver

sensitivity to evaluate optical receiver performance, required optical signal to noise ratio (R-OSNR)

became the most relevant measure of receiver performance in an optical system with multiple optical

amplifiers. By early 2000s, transmission capacity was able to reach more than 3Tb/s with a single fiber

through the combination of WDM and TDM (time division multiplexing). The per-channel data rate of

commercial WDM systems went up from 2.5 to 40Gb/s in only about 10 years.
1.3 OPTICAL SYSTEMS ENABLED BY DSP
Through the history of fiber-optic communication systems R&D, signal processing in the optical do-

main has been considered a better choice than that in the electric domain. All-optical communication

networking was once considered an ultimate goal of the optical communications industry. A number of

optical domain techniques have been developed, such as chromatic dispersion compensation, PMD

compensation, and all-optical wavelength conversion.

With the increase of optical signal baud rate beyond 40Gbaud/s, and the symbol length shorter than

25ps, the transmission quality can be extremely vulnerable to system impairments. In fact, system tol-

erance to uncompensated dispersion and PMD is generally proportional to the square of the baud rate.

The stringent requirement on the precision of dispersion compensation and PMD compensation made

design and maintenance of high-speed optical systems quite complicated. Further increasing the per-

channel data rate beyond 40Gb/s appeared quite challenging.

On the other hand, signal processing based on digital electronics can be very flexible and is able to

provide high spectral efficiency for radio frequency (RF) and wireless communication. Highly efficient

digital signal processing (DSP) algorithms such has fast Fourier transform (FFT) and digital filtering

have been developed to compensate for various degradation effects and to optimize the performance of

wireless systems. However, for many years the speed of digital electronic circuits was not fast enough

to handle fiber-optic communication systems, which usually have much broader bandwidth and higher

data rates.

The opportunity opened recently thanks to the dramatic increase of the processing speed of CMOS

electronics. As Moore’s law predicted, the number of transistors in CMOS integrated circuits has dou-

bled approximately every 2 years, and the processing speed of CMOS electronic circuits follows the

same general trend as well. Cost and power consumption per digital operation in CMOS electronic

circuits have also been reduced considerably. This provided an opportunity for the fiber-optic commu-

nications industry to re-examine its strategy by taking advantage of the high-speed digital electronics

technologies. Thanks to the flexibility of electronic processing, shifting some of the optical domain

functionalities back to the electronic domain can provide much improved capability, flexibility, and

precise compensation of transmission impairments for fiber-optic systems.

Another important development in recent years is the re-introduction of complex optical field mod-

ulation and coherent detection. Although coherent detection was initially introduced and actively pur-

sued by the research community in early 1980s, it did not result in commercial success mainly because

the lack of maturity of some key components. For example, narrow spectral linewidth external-cavity

semiconductor lasers developed for coherent optical systems in 1980s were too bulky and too
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expensive. While they could be used as laboratory equipment, it was not feasible to integrate these

external-cavity lasers into optical transmitters for fiber-optic communication systems. In recent years,

miniaturized external-cavity laser diodes with�100kHz spectral linewidth have been developed based

on the MEMS (micro-electro-mechanical systems) technology, which meets telecommunication stan-

dards and yet with relatively low cost. Integrated multi-section DFB laser diodes were also shown to be

able to produce single-frequency optical emission with less than 500-kHz spectral linewidth. Based on

these new devices, coherent fiber-optic systems were re-introduced in 2010s together with the more

powerful DSP capabilities in the electronic domain.

With complex optical field modulation and coherent detection, information can be encoded into

both the intensity and the phase of an optical carrier. High-level complex modulation formats such

as QPSK (quadrature phase shift keying) and QAM (quadrature amplitude modulation) can be used

for data encoding to achieve high spectral efficiency. In a coherent receiver that linearly translates

the complex optical field into the electronic domain, phase information carried by the optical signal

is preserved. The impact of chromatic dispersion, shown as a frequency-dependent DGD, can be elec-

tronically compensated in the receiver. PMD can also be compensated in the electronic domain through

adaptive DSP, which de-correlates optical signals carried by the two polarization modes in a single-

mode fiber. This also allows polarization multiplexing in the transmission fiber with each of the two

orthogonally polarized modes carrying an independent data channel, so that the transmission capacity

can be doubled.
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(A) Block diagram of an optical transmitter with complex optical fieldmodulation, and (B) polarizationmultiplexing

(PM) of two orthogonally polarized optical channels into the same transmission fiber.
Fig. 1.3.1A shows an example of coherent transmitter for complex optical field modulation. Elec-

tronic signal is first processed by digital electronic circuits, and converted to analog waveforms through

two DACs. These two real-valued analog waveforms are then translated into the real and the imaginary

parts of an optical signal through an in-phase (I)/quadrature (Q) electro-optic modulator. As shown in

Fig. 1.3.1B, signals from two optical transmitters with the same emitting wavelength can be combined

through a polarization beam combiner, commonly referred to as polarization multiplexer (PM), and

sent to an optical fiber for transmission. The combination of PM andWDM doubles the optical spectral

efficiency compared to the system employing only WDM. As both the amplitude and the phase of the

optical signal are used as information carriers, the phase noise of the laser diode has to be small enough.
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In a coherent receiver, advanced DSP algorithms can help relax the requirement on the spectral line-

width of the laser diodes used in the system.

Fig. 1.3.2 shows the block diagram of a coherent optical receiver, where an optical LO has to be

used as an optical frequency and phase reference. The LO operates in constant wave (CW), and its

output mixes with the received optical signal in an I/Q detector consisting of a 90-degree optical hybrid

and eight photodiodes to perform balanced detection of the I and the Q components of the x- and the y-
polarized optical signals, which will be discussed with more details in Chapters 9 and 11. The four

analog voltage waveforms vxI, vxQ, vyI, and vyQ are digitized and converted by four ADCs and processed

in a DSP unit. The impact of chromatic dispersion can be compensated by two digital FIR (finite im-

pulse response) all-pass filters, which provide differential delays on the digitized electric signals, which

are linearly proportional to the real and imaginary parts of the signal optical field. The coefficients of

FIR filters for dispersion compensation can be optimized based on the actual dispersion value of the

fiber link, which is usually deterministic. As the DGD introduced by fiber PMD is also a linear process,

it can be compensated by digital FIR filters as well in the receiver. Due to the time-dependent nature of

PMD, its compensation has to be adaptive with the FIR filter coefficients updated frequently through

feedback optimization based on DSP algorithms, which will be discussed in Chapter 11.
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Block diagram of a coherent receiver using DSP for chromatic dispersion compensation and PMD compensation.
In a coherent receiver, as a rule of thumb, the combined spectral linewidth between the laser source

in the transmitter and the LO in the receiver has to be 4–5 orders of magnitude lower than the symbol

rate carried by the optical signal. Within this range, carrier optical phase can be recovered through DSP

in the receiver, and information carried by signal optical phase can be detected correctly.

In addition to coherent systems, direct-detection systems can also be benefited from high speed DSP

through adaptive optimization of system performance. The capability of efficient spectral shaping as

well as precise digital compensation of transmission impairments and cross talk has made DSP an

indispensible tool for all fiber-optic systems.WhileWDM and optical amplification are signature tech-

nologies for the fourth generation of fiber-optic systems, the application of high-speed DSP and the re-

introduction of coherent detection can be seen as the unique feature of the fifth generation of fiber-optic

systems.
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1.4 BASIC UNITS OFTEN USED FOR FIBER-OPTIC SYSTEM ENGINEERING
Frequency and wavelength: In the study of fiber-optic systems, wavelength λ and frequency f are often
used interchangeably based on the relation:

f λ¼ c (1.4.1)

where c is the speed of light in free space. For example, lasers emitting at 1550 and 1310nm wave-

lengths are equivalent to optical carrier frequencies of 193.55 and 229THz, respectively, as frequency

is inversely proportional to the wavelength. In this book, values of wavelength are referenced to

free space.

However, the conversion between the widths of frequency window and wavelength window is a bit

more complicated. For two wavelength channels at λ1 and λ2, their frequency difference is

f2� f1 ¼ c
1

λ2
� 1

λ1

� �
¼ c

λ1�λ2
λ2λ1

� �
(1.4.2)

As we often deal with small wavelength difference with respective to the average wave-

length, that is, λ1�λ2≪ (λ1+λ2)/2, an approximation can be made with, df/dλ¼ �c/λ2 so that, f2� f1 �
� c

λ2
λ2� λ1ð Þ or,

δf �� c

λ2
δλ (1.4.3)

where, δf¼ f2� f1, δλ¼λ2�λ1, and λ¼ (λ2+λ1)/2.
For example, for two wavelength channels separated by 1nm in the 1550-nm wavelength region,

their frequency difference is approximately 125GHz. Table 1.4.1 shows most often used wavelength

regions for optical communication, and the corresponding frequency bandwidth in THz.
Table 1.4.1 Wavelength windows used for optical communications

O-band S-band C-band L-band U-band

Wavelength (nm) 1260–1360 1460–1530 1530–1565 1565–1625 1625–1675

Bandwidth (THz) 17.5 9.4 4.4 7 5.5
The C-band with about 4.4THz frequency bandwidth is the most utilized wavelength window for

long-distance fiber-optic systems where the fiber loss is low and EDFA has the highest gain and low-

est noise figure. S-band and L-band optical communication products have been developed in recent

years to expand the WDM transmission capacity. Although fiber attenuation in the L-band can be

even lower than that in the C-band, optical amplifiers in the L-band are not as mature and low-cost

as those in the C-band. The S-band has slightly higher fiber attenuation even with the minimum water

absorption, and thus the S-band is mostly used for short distance access networks and interconnection

such as passive optical networks (PONs) and fiber to the home. The major advantage for the O-band

in the 1310-nm wavelength region is the zero chromatic dispersion of the standard single-mode fiber.

O-band is most often used for relatively short-reach optical systems using direct modulation of laser

diodes.
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Photon energy and optical power: The frequency, f, of an optical signal generated from a laser diode

is determined by the energy bandgap, Eg, of the semiconductor material,

f ¼Eg=h (1.4.4)

where h¼6.63�10�34J � s is Planck’s constant. For an optical signal at 1550nm wavelength, the en-

ergy of each signal photon is E¼hc/λ�1.28�10�19J. 1mW of signal optical power at this wavelength

is equivalent to a photon flow rate of approximately of 781 trillion photons per second. If an optical

system has a symbol rate of B, and requiring a minimum signal optical power of Psen to achieve a tar-

geted bit-error rate, the required number of photons per data symbol can be calculated as

N¼Psenλ/(hcB).
Conversion between decibel and linear units: Optical power can be measured in linear units such as

W, mW, μW, nW, and so on, but electrical engineers sometimes prefer to use Decibel units. A most

commonly used Decibel unit for optical power is dBm, with

PdBm ¼ 10 � log10 PmWð Þ (1.4.5)

where PmW is the power measured in mW, and PdBm is the corresponding power in dBm. For example,

1W, 1mW, 1μW, and 1nW of optical power levels are equivalent to 30, 0, �30, and �60dBm,

respectively.

It could be quite confusing for power addition or subtracting using the dBm unit. For example, when

two power sources with power levels of P1¼ �5dBm and P2¼ �3dBm, respectively, are combined,

the total power level cannot be obtained by simply adding their dBm values. Instead, the total power has

to be calculated by

Ptotal ¼ 10 � log10 10P1=10 + 10P2=10
� �

¼�0:8756dBm (1.4.6)

While it seems not very convenient for addition or subtracting power levels using the dBm unit, the

Decibel unit is most convenient for counting loss or gain in the system. When passing through an op-

tical device, which can be an optical fiber or an optical amplifier, the loss or gain can be measured as

η¼Pout/Pin, with Pin and Pout the input and out optical powers in linear unit such as W, or mW. This

unitless power ratio η can be converted into dB by

ηdB ¼ 10 � log10 ηð Þ (1.4.7)

For example, if 1mW optical power is attenuated to 0.01mW after propagating through an optical fiber,

then η¼0.01, which corresponds to ηdB¼ �20dB. Thus, we say this fiber has 20dB loss. Another

example is that if the power of an optical signal propagating along a fiber is reduced to half after every

10km, the attenuation parameter of this fiber should be 3dB per 10km, or 0.3[dB/km]. Assume an optical

signal with 10dBm power is launched to the input of this fiber; then, the power level will be reduced

to P20km¼10dBm�20�0.3dB¼4dBm after 20km, and P100km¼10dBm�100�0.3dB¼ �20dBm

after 100km. More detailed discussion about fiber loss and unit conversion between dB/km and

Neper/m can be found in Section 2.4.

In an optical system, an optical signal can pass through many components, and each of them can

have gain or loss. If the input optical power is given in dBm, and the gain and loss of all these optical

components are provided in dB, the output optical power can be simply obtained through adding or

subtracting (instead of multiplying or dividing used with linear units).

An important point to remember is that while dBm is a power measure, which is converted from

mW, dB is a measure of power ratio, which is unitless.
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INTRODUCTION
Optical wave is a special category of electromagnetic waves which can propagate in free space as well

as been guided with dielectric waveguides. Optical fiber is enabled by the optical field confinement

mechanism of the waveguide. Low absorption of the materials that construct the optical waveguide

is another important factor to enable long-distance transmission of lightwave along the waveguide.

The total internal reflection at the core/cladding interface of an optical waveguide can be achieved

either by a discrete change of refractive index at the interface known as the step index profile, or

by a gradual index change from the core to the cladding known as the graded index profile.

For long-distance optical transmission, optical fiber is often used, and the basic structure of an op-

tical fiber is shown in Fig. 2.1A, which has a central core, a cladding surrounding the core, and an

external coating to protect and strengthen the fiber. Silicon dioxide (SiO2) is the basic material to make

optical fibers because of its ultralow absorption in the optical communications wavelength windows.

Historically, the fabrication process developed by Corning in the 1970s that reduced the fiber loss to

<10dB/km made long-distance fiber-optic communication feasible, and was commonly regarded as

the starting point for industrial applications of fiber-optic communication systems. In addition to op-

tical transmission over long distance, guided-wave mechanism also enables the design of photonic de-

vices for the processing of optical signals. In photonic devices, optical waveguides are often created on

planar dielectric substrates, known as the planar lightwave circuits (PLC). One example of a PLC is

illustrated in Fig. 2.1B, in which the higher index core of the waveguide is buried inside the lower index

cladding, and they are both deposited on a substrate which provides the mechanical support. Wave-

guides based on PLC are usually created through photolithography and etching (Okamoto, 2005),

and can be made into various structures to form photonic devices with the desired functionalities.

As the sizes of photonic devices are often in the orders of millimeters or centimeters, the material loss

requirement for PLC is not as stringent as that for optical fibers. Thus, a variety of materials, such as

polymer, silicon (Si), indium phosphate (InP), and gallium nitride (GaN), have been used to make PLC

to enhance their functionality, reduce the fabrication cost, and to allow photonic integration.

Although both optical fiber and PLC are based on total internal reflection between the core and the

cladding, we will focus on the basic guiding mechanisms and applications of optical fibers in this chap-

ter, while integrated optical circuits based on PLC will be discussed later in Chapter 6. This chapter

starts with the introduction of wave reflection, refraction, and the condition of total internal reflection at
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FIG. 2.1

Basic structures of an optical fiber (A) and a planar optical waveguide coupler (B).
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an optical interface which is the basic requirement for wave guiding. We will then discuss propagation

modes and mode classification in an optical fiber. Although single-mode optical fiber is the major fiber

type for long-distance optical communications, multimode fibers (MMFs) with relatively bigger core

diameters are also widely used, especially for local area and access optical networks, as well as fiber to

the home applications, because of their much relaxed tolerance to misalignment and the simplicity of

handling. In addition, MMFs can potentially be used for mode multiplexing in which each mode carries

an independent information channel in a communication system. Basic properties of optical fibers, in-

cluding attenuation, dispersion, and nonlinearity, will also be discussed. While attenuation describes

the reduction of optical power level along the fiber, dispersion is a differential delay which introduces

waveform distortion in a transmission system. In a MMF, in principle different spatial modes in the

same fiber would travel in different speeds, which is responsible for the so-called modal dispersion.

At the same time, within each spatial mode, different frequency components of an optical signal

may also have different propagation velocities and this is the origin of "chromatic dispersion," which

is one of the major sources of waveform distortion in a single-mode fiber (SMF). Another important

parameter in an optical fiber is the Kerr-effect nonlinearity, which is caused by the power-dependent

refractive index. As the amplitude of information-carrying optical signal in an optical fiber is usually

not constant, the variation of the instantaneous signal optical power can modulate the refractive index

of the optical fiber which causes the modulation in the propagation delay and introduces waveform

distortion at the optical receiver. In addition to the Kerr-effect nonlinearity, nonlinear scatterings also

exist in an optical fiber mainly through stimulated Brillouin scattering (SBS) and stimulated Raman

scattering (SRS). SBS, originates from the mechanical property of the silica material, is a narrow band

phenomenon, in which the optical signal creates an acoustic vibration of the material and been scattered

by this acoustic wave to produce a new frequency component approximately 11GHz away from the

original signal optical frequency. On the other hand, SRS is generated by molecular vibrations of the

silica material caused by the optical signal, which is broadband. The frequency shift of the scattered

optical signal caused by the SRS process is in the order of 13THz. The last section of this chapter in-

troduces a few special fiber types which were designed to provide various different properties com-

pared to a standard SMF in terms of their fabrication processes, chromatic dispersion parameters,

polarization selectivity, and nonlinear property.

As optical fiber is the basic transmission medium of fiber-optic communication systems and net-

works, a good understanding of its basic properties and wave propagation mechanism is fundamental.
2.1 GENERAL PROPERTIES OF OPTICAL WAVES
Lightwave is a special format of electromagnetic wave which occupies the spectral regions from in-

frared (IR) to ultraviolet (UV). Popular wavelength windows of lightwave used for optical communi-

cation include 850, 1310, and 1550nm, which are located in the near IR region. The general properties

of the lightwave signal include amplitude, frequency, phase, and the state of polarization (SOP). A

linearly polarized optical signal propagating in a certain direction can be expressed by a complex rep-

resentation as

E
!

x
!
, t

� �
¼e

!
E0 exp �j ωt� k

! � x!
� �n o

(2.1.1)
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where E
!
is the complex optical field, which is a vector, with the polarization orientation represented by

a unit vector e
!
and a position vector represented by x

!
. In Eq. (2.1.1), E0 is the field magnitude, ω¼2πf

is the angular frequency (f is the circular frequency), k
!
is known as the vectoral propagation constant

with its absolute value defined by k
!��� ���¼ 2πn=λ. n is the refractive index of the medium, λ¼c/f is the

vacuum wavelength of the lightwave, and c is the speed of light in vacuum. Both wavelength and fre-

quency are often used to describe an optical signal depending on the convenience. For example, optical

communication wavelengths of λ¼850, 1310, and 1550nm correspond to the frequencies of 353, 229,

and 193.5THz, respectively. The following are a few common properties of lightwave.

Phase front (also known as wave front) refers to a surface of equal phase. That is represented by

ωt� k
! � x!¼ constant. With this definition, for a fixed frequency ω and at each moment of time, k

! � x!
is a constant. The spatial distribution of this equal phase depends only on the nature of k

!
. The wave

front of a point source can be spherical, while a collimated light beam often has a plane wave front

perpendicular to the propagating direction.

Speed of propagation is represented by the speed of equal-phase front in the direction determined by

k
!
. Based on Eq. (2.1.1), for an incremental time Δt the lightwave travels a distance Δx, the equal-phase

relation is ωΔt� k
! �Δ x

!¼ 0 and thus, Δ x
!
=Δt¼ω= k

!
. Then, if Δ x

!
is in the same direction of k

!
, jΔx/

Δt j¼ jω/k j¼ fλ/n¼c/nwhich is indeed the speed of light in the mediumwith a refractive index n. If we
consider both the positive and the negative frequencies, a lightwave can also be conveniently repre-

sented as a real field, E
!

x
!
, t

� �
¼e

!
E0 cos ωt� k

! � x!
� �

.

State of polarization (SOP): although wave front can have various spatial shapes depending on the
focusing or diverging nature of the light beam, the simplest wave format is the plane wave, also known

as transverse wave, which represents a collimated light beam with a plane wave front. In this case, the

electrical field E
!
and the magnetic field H

!
are both perpendicular to the direction of wave propagation.

For example, in a Cartesian coordination for a plane wave traveling in the z-direction: E
!¼ e

!
xEx + e

!
yEy

and k
!¼ e

!
zkz, so that, k

! � x!¼ kzz, where e
!
x, e

!
y, and e

!
z are unit vectors in the x-, y-, and z-directions,

respectively.

In fact, a polarized plane wave electrical field has the general expression

E
!

z, tð Þ¼ e
!
xEx z, tð Þ+ e

!
yEy z, tð Þ (2.1.2)

where

Ex z, tð Þ¼E0x cos ωt�kzð Þ (2.1.3a)

Ey z, tð Þ¼E0y cos ωt�kz+ δð Þ (2.1.3b)

with δ the relative phase difference between x and y field components. The SOP of the lightwave is

determined by field magnitudes Ex0, Ey0, and differential phase δ. The SOP of a polarized light can

be categorized as linear, circular, or elliptical.

Linear polarization is obtained with no phase difference between the Ex and the Ey components

(δ¼0 or π) as illustrated in Fig. 2.1.1A. In this case, the Ex and Ey components increase or
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FIG. 2.1.1

Illustration of state of polarization of a plane wave. (A) Linear polarization, (B) circular polarization, and (C)

elliptical polarization.
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decrease at the same time, so that the tip of the vector E
!
moves along a straight line with an angle

φ¼ tan�1(E0y/E0x) with respect to the x-axis.
For a circular polarization, E0x¼E0y and the phase difference has to be δ¼2mπ�π/2, wherem is an

integer. In this case, when the magnitude of Ex is the maximum, Ey is zero, and vice versa. Thus, the tip

of the vector E
!
moves along a circle as shown in Fig. 2.1.1B. For δ¼2mπ+π/2, Ey advances Ex by π/2,

so that the circle is clockwise. Otherwise for δ¼2mπ�π/2, the circle is counterclockwise.
The most general SOP is elliptical as shown in Fig. 2.1.1C, which has no special requirement for

E0x, E0y, and δ. The trajectory of vector E
!

can be expressed by (Keiser, 2011).

Ex

E0x

� �2

+
Ey

E0y

� �2

�2
ExEy

E0xE0y
cosδ¼ sin2δ (2.1.4)

The orientation angle of the ellipse with respect to the x-axis is

φ¼ 1

2
tan�1 2E0xE0y cosδ

E2
0x�E2

0y

 !
(2.1.5)

Note that, the SOP is only valid for the polarized light for which there is a deterministic phase differ-

ence δ between the Ex and Ey components. If the phase difference δ is random, the SOP will also

be random so that the definition of SOP becomes meaningless. Polarized light can be produced by co-

herent light sources such as lasers (here "coherent" means that Ex and Ey components are mutually

coherent so that δ is deterministic), but many light sources in the nature, such as sun light, are not

coherent, and a practical light source is often partially coherent.

Degree of polarization (DOP) is defined as the percentage of the polarized light power (Ppolarized) in

the total power of the light (Ppolarized+Punpolarized),

DOP¼ Ppolarized

Ppolarized +Punpolarized
(2.1.6)

Thus, 0�DOP�1, with 0 and 1 representing completely unpolarized and completely polarized lights,

respectively. In practice, light generated from a semiconductor laser for optical communication has the

DOP value of generally higher than 95%.
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2.2 REFLECTION AND REFRACTION
An optical interface is generally defined as a plane across which optical property discontinues. For

example, water surface is an optical interface because the refractive indices suddenly change from

n¼1 in the air to n¼1.3 in the water. To simplify our discussion, the following assumptions have been

made:

1. Plane wave propagation

2. Linear medium

3. Isotropic medium

4. Smooth planar optical interface

As illustrated in Fig. 2.2.1, an optical interface is formed between two optical materials with refractive

indices of n1 and n2, respectively. A plane optical wave is projected onto the optical interface at an

incidence angle θ1 (with respect to the surface normal). The optical wave is linearly polarized, and

its field amplitude vector can be decomposed into two orthogonal components, E//
i and E?

i parallel

and perpendicular to the incidence plane (the plane that contains the incident light ray and the interface

normal). At the optical interface, part of the energy is reflected back to the same side of the interface

and the other part is refracted across the interface.

n2 sinθ2 ¼ n1 sinθ1 (2.2.1)
FIG. 2.2.1

Plane wave reflection and refraction at an optical interface.
is known as the Snell’s law, which tells the propagation direction of the refracted lightwave with re-

spect to that of the incident wave. The wave propagation direction change is proportional to the refrac-

tive index difference across the interface.
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Snell’s law is derived based on the fact that phase velocity along z-direction should be continuous

across the interface. Since the phase velocities in the z-direction are vp1 ¼ c
n1

1
sinθ1

and vp2 ¼ c
n2

1
sinθ2

at the

two sides of the interface, Eq. (2.2.1) can be obtained with vp1¼vp2.
Because Snell’s law was obtained without any assumption of lightwave polarization state and

wavelength, it is independent of these parameters. An important implication of Snell’s law is that

θ2>θ1 with n2<n1.
2.2.1 FRESNEL REFLECTION COEFFICIENTS
To find out the strength and the phase of the optical field that is reflected back to the same side of the

interface, we have to treat optical field components E//
i and E?

i separately. An important fact is that

optical field components parallel to the interface must be continuous at both sides of the interface.

Let us first consider the field componentsE//
i , E//

t , and E//
r (they are all parallel to the incident plane

but not to the interface). They can be decomposed into components parallel with and perpendicular to

the interface; the parallel components are E//
i cosθ1, E//

t cosθ2, and �E//
r cosθ1, respectively, which can

be derived from Fig. 2.2.2. Because of the field continuity across the interface, we have

Ei
==�Er

==

� �
cosθ1 ¼Et

== cosθ2 (2.2.2)
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FIG. 2.2.2

Illustration of evanescent wave for (A) partial reflection with θ1<θc and (B) total reflection with θ1>θc.
At the same time, the magnetic field components associated withE//
i , E//

t , and E//
rhave to be perpendic-

ular to the incident plane, and they are Hi
? ¼ ffiffiffiffiffiffiffiffiffiffiffi

ε1=μ1
p

Ei
==, H

t
? ¼ ffiffiffiffiffiffiffiffiffiffiffi

ε2=μ2
p

Et
==, and H

r
? ¼ ffiffiffiffiffiffiffiffiffiffiffi

ε1=μ1
p

Er
==, re-

spectively, where ε1 and ε2 are electrical permittivities and μ1 and μ2 are magnetic permeabilities of the

optical materials at two sides of the interface. SinceH?
i, H?

t, and H?
r are all parallel to the interface

(although perpendicular to the incident plane), magnetic field continuity requires H?
i+H?

r¼H?
t.

Assume that μ1¼μ2,
ffiffiffiffiffi
ε1

p ¼ n1, and
ffiffiffiffiffi
ε2

p ¼ n2, and we have

n1E
i
== + n1E

r
== ¼ n2E

t
== (2.2.3)

Combine Eqs. (2.2.2) and (2.2.3) and we can find the field reflectivity:

ρ== ¼
Er
==

Ei
==

¼ n1 cosθ2�n2 cosθ1
n1 cosθ2 + n2 cosθ1

(2.2.4)
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Using Snell’s law, Eq. (2.2.4) can also be written as

ρ== ¼
�n22 cosθ1 + n1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n22�n21 sin

2θ1
� 	q

n22 cosθ1 + n1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n22�n21 sin

2θ1
� 	q (2.2.5)

where variable θ2 is eliminated.

Similar analysis can also find the reflectivity for optical field components perpendicular to the in-

cident plane as

ρ? ¼Er
?

Ei
?
¼ n1 cosθ1�n2 cosθ2

n1 cosθ1 + n2 cosθ2
(2.2.6)

Or, equivalently,

ρ? ¼
n1 cosθ1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n22�n21 sin

2θ1
� 	q

n1 cosθ1 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n22�n21 sin

2θ1
� 	q (2.2.7)

Power reflectivities for parallel and perpendicular field components are, therefore,

R== ¼ ρ==

��� ���2 ¼ Er
===E

i
==

��� ���2 (2.2.8)

and

R? ¼ ρ?j j2 ¼ Er
?=E

i
?

�� ��2 (2.2.9)

Then, according to the energy conservation, the power transmission coefficients can be found as

T== ¼ Et
===E

i
==

��� ���2 ¼ 1� ρ==

��� ���2 (2.2.10)

and

T? ¼ Et
?=E

i
?

�� ��2 ¼ 1� ρ?j j2 (2.2.11)

In practice, for an arbitrary incidence polarization state, the input field can always be decomposed into

E// and E? components. Each can be treated independently.
2.2.2 SPECIAL CASES OF REFLECTION ANGLES
(A) Normal incidence

This is when the light is launched perpendicular to the material interface. In this case, θ1¼θ2¼0 and

cosθ1¼cosθ2¼1, the field reflectivity can be simplified as

ρ== ¼ ρ? ¼ n1�n2
n1 + n2

(2.2.12)

Note that there is no phase shift between incident and reflected field if n1>n2 (the phase of both ρ// and
ρ? is zero). On the other hand, if n1<n2, there is a π phase shift for both ρ// and ρ? because they both

become negative.
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With normal incidence, the power reflectivity is

R== ¼R? ¼ n1�n2
n1 + n2

����
����
2

(2.2.13)

This is a very often used equation to evaluate optical reflection. For example, reflection at an open fiber

end is approximately 4%. This is because the refractive index in the fiber core is n1�1.5 (silica fiber)

and refractive of air is n1¼1. Therefore,

R¼ n1�n2
n1 + n2

����
����
2

¼ 1:5�1

1:5 + 1

����
����
2

¼ 0:22 ¼ 0:04��14dB

In practical optical measurement setups using optical fibers, if optical connectors are not properly ter-

minated, the reflections from fiber-end surface can potentially cause significant measurement errors.

(B) Critical angle

Critical angle is defined as an incident angle θ1 at which total reflection happens at the interface.

According to the Fresnel Eqs. (2.2.5) and (2.2.7), the only possibility that jρ//j2¼jρ?j2¼1 is to have

n2
2�n1

2 sin2θ1¼0 or

θ1 ¼ θc ¼ sin�1 n2=n1ð Þ (2.2.14)

where θc is defined as the critical angle. Obviously, the necessary condition to have a critical angle

depends on the interface condition.

First, if n1<n2, there is no real solution for sin2θ1¼ (n2/n1)
2. This means that when a light beam

goes from a low index material to a high index material, total reflection is not possible.

Second, if n1>n2, a real solution can be found for θc¼ sin�1(n2/n1) and therefore, total reflection

can only happen when a light beam launches from a high index material to a low index material.

It is important to note that at a larger incidence angle θ1>θc, n2
2�n1

2 sin2θ1<0, and
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n22�n21 sin

2θ1
p

becomes imaginary. Eqs. (2.2.5) and (2.2.7) clearly show that if
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n22�n21 sin

2θ1
p

is imaginary, both

jρ//j2 and jρ?j2 are equal to 1.

The important conclusion is that for all incidence angles satisfying θ1>θc, total internal reflection
will happen with R¼1.

Evanescent field: Note that if the total reflection condition is satisfied, there is no optical power flow
across the interface. However, because of the continuity constrain, the optical field on the other side of

the interface does not suddenly reduce to zero, which is known as the evanescent field.

As illustrated in Fig. 2.2.2A, when the incidence angle is smaller than the critical angle, θ1<θc, the
reflection is partial, and the optical field that propagates in the z-direction in the n2 medium can be

described by E(z)¼E0e
jβzz, where βz¼ (2π/λ)n2cosθ2 which is the propagation constant projected in

the z-direction. Based on the Snell’s law, this projected propagation constant can be expressed as

βz ¼ 2π=λð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n22�n21 sin

2θ1
p

. The value of βz reduces with the increase of the incidence angle and

βz becomes zero when the incidence angle is equal to the critical angle (θ1¼θc). Further increasing

the incidence angle for θ1>θc results in an imaginary βz value, βz ¼ j 2π=λð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2θ1�n22
p

¼ jα,
where

α¼ 2π

λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2θ1�n22

q
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is defined as the attenuation parameter of the evanescent field on the n2 side of the medium, and the

optical field is then,

E zð Þ¼E0e
jβzz ¼E0e

�αz

As illustrated in Fig. 2.2.2B, the penetration depth, ze, of the evanescent field across the interface is

usually defined by the distance at which the field is reduced by 1/e, and thus ze¼1/α. This evanescent
field penetration depth not only depends on the values of n1 and n2, but also depends on the wavelength
of the optical signal and the wave incidence angle. As an example, Fig. 2.2.3 shows the penetration

depth as the function the incidence angle for two different materials: glass (n1¼1.5) and silicon

(n1¼3.5) in the air (n2¼1), for the signal wavelength of 1.5μm. This figure indicates that the evanes-

cent field penetration depth ze is much shorter than the wavelength of the optical signal, especially

when the index difference (n1�n2) is large, and the incidence angle approaches π/2. This unique prop-
erty of tight field concentration has been utilized to make evanescent field photonic biosensors, in

which only the molecules immobilized on the waveguide surface are illuminated by the optical field

(Taitt et al., 2005).
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Penetration depth of evanescent field as the function of incidence angle, for air/glass interface and air/silicon

interface.
EXAMPLE 2.1
Assume the refractive indices of water and glass are 1.3 and 1.5, respectively. Please find critical angles on the air/water

interface and air/glass interface. Is it possible to have 100% power reflection on the air/water surface when the light beam is

launched from the air?

Solution
Based on Eq. (2.2.14), the critical angles on the air/water and air/glass surfaces are θc, water¼ sin�1(1/1.3)¼50.28degree

andθc, glass¼ sin�1(1/1.5)¼41.8degree. If the light beam is launched from air to the water surface, n2¼1.3 and n1¼1 in

Eq. (2.2.14), and thus θc¼ sin�1(1.3) which is imaginary, implying that critical angle does not exist in this case and the

power reflectivity cannot be 100% for 90∘>θ>0. In fact, this is the reason that optical wave can only be confinedwith high

index material, such as an optical waveguide or a fiber core which will be discussed in this chapter.
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2.2.3 OPTICAL FIELD PHASE SHIFT BETWEEN THE INCIDENT AND THE
REFLECTED BEAMS
(a) When θ1<θc (partial reflection and partial transmission), both ρ// and ρ? are real and therefore,

there is no phase shift for the reflected wave at the interface.

(b) When total internal reflection happens, θ1>θc,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n22�n21 sin

2θi
p

is imaginary. Fresnel Eqs. (2.2.5)

and (2.2.7) can be written as

ρ== ¼
�n22 cosθ1 + jn1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2θ1�n22
� 	q

n22 cosθ1 + jn1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2θ1�n22
� 	q (2.2.15)

ρ? ¼
n1 cosθ1� j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2θ1�n22
� 	q

n1 cosθ1 + j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2θ1�n22
� 	q (2.2.16)

Therefore, phase shift for the parallel and the perpendicular electrical field components are,

respectively,

△Φ== ¼ arg
Er
==

Ei
==

 !
¼�2tan�1 n1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2θ1�n22
p

n22 cosθ1

 !
(2.2.17)

△Φ? ¼ arg
Er
?

Ei
?

� �
¼�2tan�1

n2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21=n

2
2

� 	
sin2θ1�1

q
n1 cosθ1

0
@

1
A (2.2.18)

This optical phase shift happens at the optical interface, which has to be considered in optical wave-

guide design, as will be discussed later.
2.2.4 BREWSTER ANGLE
Consider a light beam launched onto an optical interface. If the input electrical field is parallel to the

incidence plane, there exists a specific incidence angle θB at which the reflection is equal to zero.

Therefore, the energy is totally transmitted across the interface. This angle θB is defined as the Brewster
angle.

Consider the Fresnel Eq. (2.2.5) for parallel field components. If we solve this equation for ρ//¼0

and use θ1 as a free parameter, the only solution is tanθ1¼n2/n1 and therefore, the Brewster angle is

defined as

θB ¼ tan�1 n2=n1ð Þ (2.2.19)

Two important points we need to note: (1) the Brewster angle is only valid for the polarization com-

ponent which has the electrical field vector parallel to the incidence plane. For the perpendicular po-

larized component, no matter how you choose θ1, total transmission will never happen. (2) ρ//¼0

happens only at one angle θ1¼θB. This is very different from the critical angle where total reflection

happens for all incidence angles within the range of θc<θ1<π/2.
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The Brewster angle is often used to minimize the optical reflection and it can also be used to select

the polarization. Fig. 2.2.4 shows an example of optical field reflectivities ρ// and ρ?, and their corre-

sponding phase shifts ΔΦ// and ΔΦ? at an optical interface of two materials with n1¼1.5 and n2¼1.4.

In this example, the critical angle is θc�69degree and the Brewster angle is θB�43degree.
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Field reflectivities (A) and phase shifts (B) vs. incidence angle. Optical interface is formed with n1¼1.5 and

n2¼1.4.
2.3 PROPAGATION MODES IN OPTICAL FIBERS
The cross section of a planar opticwaveguide on the PLCplatform is usually rectangle, and the details of

PLC design will be presented in Chapter 6 where integrated photonic circuits will be discussed. This

sectionwill focus on the discussion of optical fiberwhich is a cylindrical glass barwith a core, a cladding,

and an external coating, as shown in Fig. 2.1A.To confine and guide the lightwave signalwithin the fiber

core, a total internal reflection is required at the core-cladding interface. According to what we have dis-

cussed in Section 2.1, this requires the refractive index of the core to be higher than that of the cladding.
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Practical optical fibers can be divided into two categories: step-index fiber and graded-index fiber.

The index profiles of these two types of fibers are shown in Fig. 2.3.1. In a step-index fiber, the refrac-

tive index is n1 in the core and n2 in the cladding; there is an index discontinuity at the core-cladding

interface. A lightwave signal is bounced back and forth at this interface, which forms guided modes

propagating in the longitudinal direction. On the other hand, in a graded-index fiber, the refractive in-

dex in the core gradually reduces its value along the radius. A generalized Fresnel equation indicates

that in a medium with a continual index profile, a light trace would always bend toward high-refractive

areas. In fact, this graded-index profile creates a self-focus effect within the fiber core to form an optical

waveguide (Meumann, 1988). Although graded-index fibers form a unique category, they are usually

made for multimode applications. The popular SMFs are made with step-index fibers. Because of their

popularity and simplicity, we will focus our analysis on step-index fibers.
Step-index fiber

Graded-index fiber

(A)

(B)

FIG. 2.3.1

Illustration of ray traces (left) and index profiles (right) of step-index (A) and graded-index (B) fibers.
Rigorous description of wave propagation in optical fibers requires solving Maxwell’s equations

and applying appropriate boundary conditions. In this section, we first use geometric ray trace approx-

imation to provide a simplified analysis, which helps us understand the basic physics of wave propaga-

tion. Then, we present electromagnetic field analysis, which provides precise mode cutoff conditions.
2.3.1 GEOMETRIC OPTICS ANALYSIS
In this geometric optics analysis, different propagation modes in an optical fiber can be seen as rays

traveling at different angles. There are two types of light rays that can propagate along the fiber: skew

rays and meridional rays. Fig. 2.3.2A shows an example of skew rays, which are not confined to any

particular plane along the fiber. Although skew rays represent a general case of fiber modes, they are

difficult to analyze. A simplified special case is the meridional rays shown in Fig. 2.3.2B, which are

confined to the meridian plane, which contains the symmetry axis of the fiber. The analysis of merid-

ional rays is relatively easy and provides a general picture of ray propagation along an optical fiber.
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Illustration of fiber propagation modes in geometric optics: (A) skew ray trace and (B) meridional ray trace.
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Consider meridional rays as shown in Fig. 2.3.2B. This is a two-dimensional (2D) problem where

the optical field propagates in the longitudinal direction z and its amplitude varies over the transversal

direction r. We define β1¼n1ω/c¼2πn1/λ (in rad/m) as the propagation constant in a homogeneous

core medium with a refraction index of n1. Each fiber mode can be explained as a light ray that travels

at a certain angle, as shown in Fig. 2.3.3. Therefore, for ith mode propagating in the +z direction, the
propagation constant can be decomposed into a longitudinal component βzi and a transversal compo-

nentki1 such that

β21 ¼ β2zi + k
2
i1 (2.3.1)
FIG. 2.3.3

Decompose propagating vector β1 into longitudinal and transversal components.
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Then, the optical field vector of the ith mode can be expressed as

E
!
i r, zð Þ¼ E

!
i0 r, zð Þexp �j ωt�βzizð Þf g (2.3.2)

where E
!
i0 r, zð Þ is the field amplitude of the mode.

Since the mode is propagating in the fiber core, both ki1 and βzimust be real. First, for ki to be real in
the fiber core, we must have

k2i1 ¼ β21�β2zi � 0 (2.3.3)

The physical meaning of this real propagation constant in the transversal direction is that the lightwave

propagates in the transverse direction but is bounced back and forth between the core-cladding inter-

faces. This creates a standing wave pattern in the transverse direction, like a resonant cavity. In addi-

tion, ki1 can only have discrete values because the standing wave pattern in the transversal direction

requires phase matching. This is the reason that propagating optical modes in a fiber have to be discrete.

Now, let us look at what happens in the cladding. Because the optical mode is guided in the fiber

core, there should be no energy propagating in the transversal direction in the cladding (otherwise op-

tical signal power would be leaked). Therefore, ki has to be imaginary in the cladding, that is,

k2i2 ¼ β22�β2zi < 0 (2.3.4)

where subscript 2 represents parameters in the cladding and β2¼n2ω/c¼2πn2/λ is the propagation con-
stant in the homogeneous cladding medium.

Note that since the optical field has to propagate with the same phase velocity in the z-direction both
in the core and in cladding, βzi has the same value in both Eqs. (2.3.3) and (2.3.4).

Eqs. (2.3.3) and (2.3.4) can be simplified as

βzi=β1 � 1 (2.3.5)

and

βzi=β2 > 1 (2.3.6)

Bringing Eqs. (2.3.5) and (2.3.6) together with β2¼β1n2/n1, we can find the necessary condition for a

propagation mode,

1� βzi
β1

>
n2
n1

(2.3.7)

It is interesting to note that in Fig. 2.3.3, θi is, in fact, the incidence angle of the ith mode at the

core-cladding interface. The triangle in Fig. 2.3.3 clearly shows that βzi/β1¼ sinθi. This turns

Eq. (2.3.7) into 1� sinθi>n2/n1, which is the same as the definition of the critical angle as given

by Eq. (2.2.14).

The concept of discrete propagation modes comes from the fact that the transversal propagation

constant ki1 in the fiber core can only take discrete values to satisfy standing wave conditions in

the transverse direction. Since β1 is a constant, the propagation constant in the z-direction βzi
2 ¼β1

2�ki
2

can only take discrete values as well. Or equivalently the ray angle θi can only take discrete values

within the range defined by 1� sinθi>n2/n1.
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The geometric optics description given here is simple and it qualitatively explains the general con-

cept of fiber modes. However, it is not adequate to obtain quantitative mode field profiles and cutoff

conditions. Therefore, electromagnetic field theory has to be applied by solving Maxwell’s equations

and using appropriate boundary conditions, which we discuss next.
2.3.2 MODE ANALYSIS USING ELECTROMAGNETIC FIELD THEORY
Mode analysis in optical fibers can be accomplished more rigorously by solving Maxwell’s equations

and applying appropriate boundary conditions defined by fiber geometries and parameters. We start

with classical Maxwell’s equations,

r� E
!¼�μ

∂H
!

∂t
(2.3.8)

r�H
!¼ ε

∂E
!

∂t
(2.3.9)

The complex electrical and the magnetic fields are represented by their amplitudes and phases,

E
!

t, r
!� �

¼ E
!
0 exp �j ωt� k

! � r!
� �n o

(2.3.10)

H
!

t, r
!� �

¼H
!

0 exp �j ωt� k
! � r!

� �n o
(2.3.11)

Since fiber material is passive and there is no generation source within the fiber,

r � E!
� �

¼ 0 (2.3.12)

r�r�E
!	r r � E!

� �
�r2 E

!¼�r2 E
!

(2.3.13)

Combining Eqs. (2.3.8)–(2.3.13) yields,

r�r�E
!¼ jωμ r�H

!� �
¼ jωμ �jωεE

!� �
(2.3.14)

And the Helmholtz equation,

r2 E
!

+ω2μεE
!¼ 0 (2.3.15)

Similarly, a Helmholtz equation as can also be obtained for the magnetic fieldH
!

r2 H
!

+ω2μεH
!¼ 0 (2.3.16)

The next task is to solve Helmholtz equations for the electrical and the magnetic fields. Because the

geometric shape of an optical fiber is cylindrical, we can take advantage of this axial symmetry to sim-

plify the analysis by using cylindrical coordinates. In cylindrical coordinates, the electrical field can be

decomposed into radial, azimuthal, and longitudinal components: E
!¼ a

!
rEr + a

!
φEφ + a

!
zEz and

H
!¼ a

!
rHr + a

!
φHφ + a

!
zHz, where a

!
r, a

!
φ, and a

!
z are unit vectors. With this separation, the Helmholtz

Eqs. (2.3.15) and (2.3.16) can be decomposed into separate equations for Er, Eϕ, Ez, Hr, Hϕ, and Hz,
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respectively. However, these three components are not completely independent. In fact, classic

electromagnetic theory indicates that in cylindrical coordinate the transversal field components Er,

Eϕ, Hr, and Hϕ can be expressed as a combination of longitudinal field components Ez and Hz

(Iizuka, 2002). This means that Ez and Hz need to be determined first and then we can find all other

field components.

In cylindrical coordinates, the Helmholtz equation for Ez is

∂
2Ez

∂r2
+
1

r

∂Ez

∂r
+
1

r2
∂
2Ez

∂φ2
+
∂
2Ez

∂z2
+ω2μεEz ¼ 0 (2.3.17)

Since Ez¼Ez(r,φ, z) is a function of both r, ϕ, and z, Eq. (2.3.17) cannot be solved analytically. We

assume a standing wave in the azimuthal direction and a propagating wave in the longitudinal direction,

then the variables can be separated as

Ez r, φ, zð Þ¼Ez rð Þejlφejβzz (2.3.18)

where l¼0,�1,�2, … is an integer. Substituting Eq. (2.3.18) into Eq. (2.3.17), we can obtain a one-

dimensional (1D) wave equation:

∂
2Ez rð Þ
∂r2

+
1

r

∂Ez rð Þ
∂r

+
n2ω2

c2
�β2z �

l2

r2

� �
Ez rð Þ¼ 0 (2.3.19)

This is commonly referred to as a Bessel equation because its solutions can be expressed as Bessel

functions.

For a step-index fiber with a core radius a, its index profile can be expressed as

n¼ n1 r� að Þ
n2 r> að Þ



(2.3.20)

We have assumed that the diameter of the cladding is infinite in this expression. The Bessel Eq. (2.3.19)

has solutions only for discrete βz values, which correspond to discrete modes. The general solutions of

Bessel Eq. (2.3.19) can be expressed in Bessel functions as

Ez rð Þ¼ AJl Ulmrð Þ+A0Yl Ulmrð Þ r� að Þ
CKl Wlmrð Þ +C0Il Wlmrð Þ r> að Þ



(2.3.21)

where Ulm
2 ¼β1

2�βz, lm
2 and Wlm

2 ¼βz, lm
2 �β2

2 represent equivalent transversal propagation constants in

the core and cladding, respectively, with β1¼n1ω/c and β2¼n2ω/c as defined before. βz, lm is the prop-

agation constant in the z-direction. This is similar to the vectorial relation of propagation constants

shown in Eq. (2.3.1) in geometric optics analysis. However, we have two mode indices here, l and
m. The physical meanings of these twomode indices are the amplitude maximums of the standing wave

patterns in the azimuthal and the radial directions, respectively.

In Eq. (2.3.21), Jl and Yl are the first and the second kind of Bessel functions of the lth order, and Kl

and Il are the first and the second kind of modified Bessel functions of the lth order. Their values are

shown in Fig. 2.3.4. A, A0, C, andC0 in Eq. (2.3.21) are constants that need to be defined using boundary
appropriate conditions.
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Bessel function (top) and modified Bessel functions (bottom), first kind (left) and second king (right).
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The first boundary condition is that the field amplitude of a guided mode should be finite at the

center of the core (r¼0). Since the special function Yl(0)¼ �∞, one must set A0 ¼0 to ensure that

Ez(0)has a finite value.

The second boundary condition is that the field amplitude of a guided mode should be zero far away

from the core (r¼∞). Since Il(∞) 6¼0, one must set C0 ¼0 to ensure that Ez(∞)¼0. Consider

A0 ¼C0 ¼0; Eq. (2.3.21) can be simplified, and for the mode index of (l, m), it becomes

Ez, lm r, φ, zð Þ¼ AJl Ulmrð Þejlφ � ejβz, lmz r� að Þ
CKl Wlmrð Þejlφ � ejβz, lmz r> að Þ



(2.3.22a)

Similarly, we can write the magnetic field as

Hz, lm r, φ, zð Þ¼ BJl Ulmrð Þejlφ � ejβz, lmz r� að Þ
DKl Wlmrð Þejlφ � ejβz, lmz r> að Þ



(2.3.22b)

And other field components can be found through the Maxwell’s equations as (Iizuka, 2002)

Er, lm ¼
j

U2
lm

βz, lm
∂Ez, lm

∂r
+ μ0

ω

r

∂Hz, lm

∂φ

� �
r� a

�j

W2
lm

βz, lm
∂Ez, lm

∂r
+ μ0

ω

r

∂Hz, lm

∂φ

� �
r> a

8>><
>>:

(2.3.23a)
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Eφ, lm ¼
j

U2
lm

βz, lm
r

∂Ez, lm

∂φ
+ μ0ω

∂Hz, lm

∂r

� �
r� a

�j

W2
lm

βz, lm
r

∂Ez, lm

∂φ
+ μ0ω

∂Hz, lm

∂r

� �
r> a

8>><
>>:

(2.3.23b)

Hr, lm ¼
j

U2
lm

βz, lm
∂Hz, lm

∂r
+ ε0n

2ω

r

∂Ez, lm

∂φ

� �
r� a

�j

W2
lm

βz, lm
∂Hz, lm

∂r
+ ε0n

2ω

r

∂Ez, lm

∂φ

� �
r> a

8>><
>>:

(2.3.23c)

and

Hφ, lm ¼
j

U2
lm

βz, lm
r

∂Hz, lm

∂φ
+ ε0n

2ω
∂Ez, lm

∂r

� �
r� a

�j

W2
lm

βz, lm
r

∂Hz, lm

∂φ
+ ε0n

2ω
∂Ez, lm

∂r

� �
r> a

8>><
>>:

(2.3.23d)

Ez,lm, Hz,lm, Eϕ,lm, and Hϕ,lm have to be continuous at the core-cladding interface (r¼a), which can be

satisfied by only a set of discrete values of Ulm andWlm. This explains the reason why the fiber modes

have to be discrete.

Mathematically, the modified Bessel function fits well to an exponential characteristic

Kl(Wlmr)∝exp(�Wlmr), so that Kl(Wlmr) represents an exponential decay of optical field over r in
the fiber cladding. For a propagation mode, Wlm>0 is required to ensure that energy does not leak

through the cladding. In the fiber core, the Bessel function Jl(Ulmr) oscillates as shown in

Fig. 2.3.4, which represents a standing-wave pattern in the core over the radius direction. For a prop-

agating mode, Ulm�0 is required to ensure this standing-wave pattern in the fiber core.

It is interesting to note that based on the definitions of Ulm
2 ¼β1

2�βz, lm
2 and Wlm

2 ¼βz, lm
2 �β2

2, the

requirement of Wlm>0 and Ulm�0 is equivalent to β2
2<βz, lm

2 �β1
2 or (n2/n1)<βz, lm

2 /β1�1. This is

indeed equivalent to the mode condition (2.3.7) derived by the ray optics.

There are a few often used definitions to categorize the propagation modes in the fiber:

Transverse electric-field mode (TE mode): Ez¼0

Transverse magnetic-field mode (TM mode): Hz¼0

Hybrid mode (HE mode) Ez 6¼0and Hz 6¼0

V-number is an important parameter of a fiber, which is defined as

V¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2

lm +W2
lm

q
(2.3.24)

since

U2
lm ¼ β21�β2z, lm ¼ 2πn1

λ

� �2

�β2z, lm

and

W2
lm ¼ β2z, lm�β22 ¼ β2z, lm�

2πn2
λ

� �2

V-number can be expressed as

V¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2

lm +W2
lm

q
¼ 2πa

λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21�n22

q
(2.3.25)
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In an optical fiber with large core size and large core-cladding index difference, it will support a large

number of propagating modes. Approximately, the total number of guided modes in a fiber is related to

the V-number as (Keiser, 2011)

M�V2=2 (2.3.26)

In a MMF, the number of guided modes can be on the order of several hundred. Imagine that a short

optical pulse is injected into a fiber and the optical energy is carried by many different modes. Because

different modes have different propagation constants βz, lm in the longitudinal direction and they will

arrive at the output of the fiber in different times, the short optical pulse at the input will become a broad

pulse at the output. In optical communications systems, this introduces signal waveform distortions and

bandwidth limitations. This is the reason SMF is required in high-speed long-distance optical systems.

In a SMF, only the lowest-order mode is allowed to propagate; all higher-order modes are cutoff. In

a fiber, the lowest-order propagation mode is HE11, whereas the next lowest modes are TE01 and TM01

(l¼0 and m¼1). In fact, TE01 and TM01 have the same cutoff conditions: (1)W01¼0 so that these two

modes radiate in the cladding and (2) J0 (U01a)¼0 so that the field amplitude at core/cladding interface

(r¼a) is zero. Under the first condition (W01¼0), we can find the cutoff V-number

V¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2

01 +W
2
01

p
¼ aU01, whereas under the second condition (J0 (U01a)¼0), we can find

J0(aU01)¼J0(V)¼0, which implies that V¼2.405 as the first root of J0(V)¼0.

Therefore, the single-mode condition is

V¼ 2πa

λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21�n22

q
< 2:405 (2.3.27)

Note that the approximation given in Eq. (2.45) is valid only for a fiber with large number of modes so

that V ≫ 2.4.5 is valid. For a few-modes fiber, the number of modes can be counted from Fig. 2.3.5 as

calculated through the actual solutions of Maxwell’s equations.
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FIG. 2.3.5

Normalized propagation constant b as the function of the V-number (Gloge, 1971).
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2.3.3 MODE CLASSIFICATION
In general, each mode in the fiber has its unique identification number determined by the indices l and
m. Multiple solutions (m¼1, 2, 3, …) can exist for each given l value. Meridional modes refer to the

modes with l¼0, and the mode field is independent of azimuthal angle ϕ. Meridional modes include

TE0m (Ez¼0) and TM0m (Hz¼0). Skewmodes are commonly referred to as hybrid modes for l 6¼0, and

they are often denoted as EHlm (Ez dominant) and HElm (Hz dominant).

For a guided mode, the projection of the propagation constant in the z-direction, βz, has to satisfy

β2
2<βz

2�β1
2 (see Fig. 2.3.3), where β1¼kn1, β2¼kn2, and k¼2π/λ. This is equivalent to

0<
βz=kð Þ2�n22
n21�n22

< 1 (2.3.28)

In Fig. 2.3.5, the normalized propagation constant is defined as

b¼ βz=kð Þ2�n22
n21�n22

(2.3.29)

Thus, 0<b<1 is the necessary condition for the existence of a propagation mode, and the relation

between b and the V-number is shown in Fig. 2.3.5. Mode cut-off condition is for b to approach zero.

Fig. 2.3.5 indicates that the lowest-order mode in a fiber is HE11, which is a hybrid mode corresponding

to l¼1 andm¼1, and the electrical field is only in the transversal direction (Ez¼0). High-order modes

(TE01 and TM01) start to exist when the V-number reaches to 2.405.

For most practical optical fibers, the index contrast between the core and the cladding is small so

that Δ¼ (n1�n2)/n1< <1. Under such a weak guidance condition, certain groups of propagating

modes have almost identical propagation constants, so that the linear combination of these modes

within a group can form a so called LP mode ("LP" stands for linearly polarized). For example, the

combination of TE01, TM01, and HE21 forms the LP11 mode; and EH11 and HE31 forms LP21.

Fig. 2.3.6 shows the transversal E and H field distributions of HE11, TM01, TE01, and HE21. While

HE11 constitutes the LP01 mode by itself as shown in Fig. 2.3.6A, LP11 mode is formed by the super-

position of HE21 and TM01, or HE21 and TE01 as shown in Fig. 2.3.6B and C.

Because of the central symmetry of the fiber cross section, the mode structure will be identical when

the fiber is rotated by 90 degree (exchange x- and y-axis). Thus, each mode shown in Fig. 2.3.6 has a

degenerate mode with the orthogonal polarization orientation. As the result, there are 2 LP01 modes, 4

LP11 modes, 4 LP21 modes, and 2 LP02 modes. A detailed mode list can be found at Buck (2004).
2.3.4 NUMERICAL APERTURE
Numerical aperture is a parameter that is often used to specify the acceptance angle of a fiber. Fig. 2.3.7

shows an azimuthal cross section of a step-index fiber and a light ray that is coupled into the fiber from

the left-side end surface.

For the light to be into the guided mode in the fiber, total internal reflection has to occur inside the

core and θi>θc is required, as shown in Fig. 2.3.7, where θc¼ sin�1(n2/n1) is the critical angle of the
core-cladding interface. With this requirement on θi, there is a corresponding requirement on incident
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Illustration of transversal electrical (solid lines) and magnetic (dashed lines) fields on the fiber cross section for

different fiber modes. The images represent mode field intensity. (A) Fundamental LP01 mode, (B) LP11 mode

with two light spots in the horizontal direction, and (C) LP11 mode with two light spots in the vertical direction.
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angle θa at the fiber-end surface. It is easy to see from the drawing that sinθ1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sin2θi

p
, and by

Snell’s law,

n0 sinθa ¼ n1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sin2θi

p
(2.3.30)
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FIG. 2.3.7

Illustration of light coupling into a step-index fiber.
If total reflection happens at the core-cladding interface, which requires θi�θc, then

sinθi� sinθc¼n2/n1. This requires the incidence angle θa to satisfy the following condition:

n0 sinθa �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21�n22

q
(2.3.31)

The definition of numerical aperture is

NA¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21�n22

q
(2.3.32)
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For weak optical waveguide like a SMF, the difference between n1 and n2 is very small (not more than

1%). Use Δ¼ (n1�n2)/n1 to define a normalized index difference between core and cladding, then Δ
must also be very small (Δ≪1). In this case, the expression of numerical aperture can be simplified as

NA� n1
ffiffiffiffiffiffi
2Δ

p
(2.3.33)

In most cases, fibers are placed in air and n0¼1. sinθa�θa is valid when sinθa< <1 (weak wave-

guide); therefore, Eq. (2.3.31) reduces to

θa � n1
ffiffiffiffiffiffi
2Δ

p
¼NA (2.3.34)

From this discussion, the physical meaning of numerical aperture is very clear. Light entering a fiber

within a cone of acceptance angle, as shown in Fig. 2.3.8, will be converted into guided modes and will

be able to propagate along the fiber. Outside this cone, light coupled into fiber will radiate into the

cladding. Similarly, light exits a fiber will have a divergence angle also defined by the numerical

aperture. This is often used to design focusing optics if a collimated beam is needed at the fiber output.

Typically parameters of a SMF are NA�0.1
0.2 and Δ�0.2%
1%. Therefore, θa� sin�1(-
a aq q

FIG. 2.3.8

Light can be coupled to an optical fiber only when the incidence angle is smaller than the numerical aperture.
NA)�5.7∘
11.5∘. This is a very small angle and it makes difficult to couple light into a SMF. Not

only that, the source spot size has to be small (
80μm2) but also the angle has to be within�10 degree.

With the definition of the numerical aperture in Eq. (2.3.32), the V-number of a fiber can be

expressed as a function of NA

V¼ 2πa

λ
NA (2.3.35)

Another important fiber parameter is the cutoff wavelength λc. It is defined such that the second-lowest
mode ceases to exist when the signal wavelength is longer than λc, and therefore, when λ<λc a SMF

will become multimode. According to Eq. (2.3.27), cutoff wavelength can be expressed as

λc ¼ πd

2:405
NA (2.3.36)

where d is the core diameter of the step-index fiber. As an example, for a typical standard single-mode

fiber (SSMF) with, n1¼1.47, n2¼1.467, and d¼9μm, the numerical aperture is

NA¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21�n22

q
¼ 0:0939
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The maximum incident angle at the fiber input is

θa ¼ sin�1 0:0939ð Þ¼ 5:38∘

and the cutoff wavelength is

λc ¼ πd �NA=2:405¼ 1:1 μm
FIG

Illu

do
EXAMPLE 2.2
To reduce the Fresnel reflection, the end surface of a fiber connector can be made non-perpendicular to the fiber axis. This

is usually referred to as angled physical contact (APC) contactor. If the fiber has the core index n1¼1.47 and cladding index

n2¼1.467, what is the minimum angle ϕ such that the Fresnel reflection by the fiber end facet will not become the guided

fiber mode?

Solution
To solve this problem, we use ray trace method and consider three extreme light beam angles in the fiber. The surface has to

be designed such that after reflection at the fiber end surface, all these three light beams will not be coupled into fiber-

guided mode in the backward propagation direction.
As illustrated in Fig. 2.3.9A, first, for the light beam propagating in the fiber axial direction (z-di-
rection), the direction of the reflected beam from the end surface has an angle θ with respect to the

surface normal of the fiber sidewall: θ¼π/2�2φ<θc. In order for this reflected light beam not to
n

n

z

n

n

z

n

n

z

(A)

(B)

(C)

. 2.3.9

stration of an angle-polished fiber surface. (A) Light beam in axial direction, (B) extreme light beam in the

wnward direction, and (C) extreme light beam in the upward direction.
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become the guided mode of the fiber, θ<θc is required, where θc is the critical angle defined by

Eq. (2.2.14). Therefore, the first requirement for ϕ is

φ> π=4�θc=2 (2.3.37)

Second, for the light beam propagating at the critical angle of the fiber as shown in Fig. 2.3.9B, the

beam has an angle θ1 with respect to the surface normal of the fiber end surface, which is related

to ϕ by θ1¼ (π/2�θc)+φ. Then, the θ angle of the reflected beam from the end surface with respect

to the fiber sidewall can be found as θ¼π�θc�2θ1¼θc�2φ. This angle also has to be smaller than

the critical angle, that is, θc�2φ<θc, or

φ> 0 (2.3.38)

In the third case as shown in Fig. 2.3.9C, the light beam propagates at the critical angle of the fiber but at

the opposite side as compared to the ray trace shown in Fig. 2.3.9B. This produces the smallest θ1 angle,
which is, θ1¼φ� (π/2�θc). In this geometry, π� θc + θ + 2θ1¼ π, that is, θ¼ θc� 2θ1¼ θc� 2ϕ+ π�
2θc. This corresponds to the biggest θ angle, θ¼ π � θc� 2ϕ. Again, this θ angle has to be smaller than

the critical angle, θ<θc, that is,

φ> π=2�θc (2.3.39)

Since in this example

θc ¼ sin�1 n2
n1

� �
¼ sin�1 1:467

1:47

� �
¼ 86:34∘ (2.3.40)

The three constraints given by Eqs. (2.3.37), (2.3.38), and (2.3.39) become φ>1.83∘, φ>0, and

φ>3.66°, respectively. Obviously, in order to satisfy all these three specific conditions, the required

surface angle is φ>3.66°∘. In fact, as an industry standard, commercial APC connectors usually have

the surface tilt angle of φ¼8∘.
2.3.5 FIELD DISTRIBUTION PROFILE OF SMF
When V�2.405 is satisfied, the fiber only supports a single mode, which is the LP01mode illustrated in

Fig. 2.3.6. A stand SMF, such as Corning SMF-28, has the core diameter of d¼8μmand the normalized

core/cladding index difference Δn¼(n1�n2)/n2 of approximately 0.35%. Because of the circular ge-

ometry of an optical fiber, the field distribution of the fundamental mode in a single-mode optical fiber

is circularly symmetrical, which can be specified by a single parameter known as the mode-field di-
ameter (MFD) and the electrical field distribution can often be assumed as Gaussian:

E rð Þ¼E0e
0xp � r2

W2
0

� �
(2.3.41)

where r is the radius, E0 is the optical field at r¼0, and W0 is the width of the field distribution.

Specifically, the MFD is defined as 2W0, which is (Artiglia et al., 1989)

2W0 ¼ 2

2

ð∞

0

r3E2 rð Þdr

ð∞

0

rE2 rð Þdr

0
BBBBBB@

1
CCCCCCA

1=2

(2.3.42)
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Fig. 2.3.10 illustrates the mode-field distribution of a SMF in which Gaussian approximation is used.

The physical meaning of the MFD definition given by Eq. (2.3.42) can be explained as follows: the

denominator in Eq. (2.3.42) is proportional to the integration of the power density across the entire

fiber cross section, which is the total power of the fundamental mode, whereas the numerator is the

integration of the square of the radial distance (r2) weighted by the power density over the fiber cross

section. Therefore, MFD defined by Eq. (2.3.42) represents a root mean square (rms) value of the mode

distribution of the optical field on the fiber cross section. Mode field radius W0 is proportional to the

geometric core radius, a, of the fiber, but they are not equal. In fact, within 1.2<V<2.4, mode field

radius can be approximated as (Marcus, 1978),

W0 � a 0:65 + 1:619V�3=2 + 2:879V�6
� �

(2.3.43)
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FIG. 2.3.10

(A) Illustration of mode distribution in a single-mode fiber and (B) definition of mode-field diameter under

Gaussian approximation.
It is important to point out that mode-field distribution E(r) in Eq. (2.3.41) represents the field distri-

bution inside the fiber; thus, it is equivalent to the optical field distribution exactly on the output surface

of the fiber. It is commonly referred to as the near-field (NF) distribution. NF distribution is a very

important parameter of the fiber that determines the effective cross-section area of the fiber as

Aeff ¼
2π

ð∞

0

E rð Þj j2rdr
2
4

3
5
2

ð∞

0

E rð Þj j4rdr
¼ πW2

eff (2.3.44)

whereWeff is the effective mode field radius. If the total optical power P carried by the fiber is known,

the power density in the fiber core can be determined by using the effective cross-section area as

Idensity¼P/Aeff. This effective cross-section area will be used later in this chapter when discussing fiber

nonlinearities.
2.4 OPTICAL FIBER ATTENUATION
Optical fiber is an ideal medium that can be used to carry optical signals over long distances. Atten-

uation is one of the most important parameters of an optical fiber; it, to a large extent, determines how

far an optical signal can be delivered at a detectable power level. There are several sources that con-

tribute to fiber attenuation, such as absorption, scattering, and radiation.
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Material absorption is mainly caused by photoinduced molecular vibration, which absorbs signal

optical power and turns it into heat. Pure silica molecules absorb optical signals in UV and IR wave-

length bands. At the same time, there are often impurities inside silica material such as OH� ions,

which may be introduced in the fiber perform fabrication process. These impurity molecules create

additional absorption in the fiber. Typically, OH� ions have high absorptions around 700, 900, and

1400nm, which are commonly referred to as water absorption peaks.
Scattering loss arises from microscopic defects and structural inhomogeneities. In general, the op-

tical characteristics of scattering depend on the size of the scatter in comparison to the signal wave-

length. However, in optical fibers, the scatters are most likely much smaller than the wavelength of

the optical signal, and in this case the scattering is often characterized as Rayleigh scattering. A very

important spectral property of Rayleigh scattering is that the scattering loss is inversely proportional to

the fourth power of the wavelength. Therefore, Rayleigh scattering loss is high in a short wavelength

region.

In the last few decades, the loss of optical fiber has been decreased significantly by reducing the

OH� impurity in the material and eliminating defects in the structure. However, absorption by silica

molecules in the UV and IR wavelength regions and Rayleigh scattering still constitute fundamental

limits to the loss of silica-based optical fiber. Fig. 2.4.1 shows the typical absorption spectra of silica

fiber. The dotted line shows the attenuation of old fibers that were made before the 1980s. In addition to

strong water absorption peaks, the attenuation is generally higher than new fiber due to material im-

purity and waveguide scattering. Three wavelength windows have been used since the 1970s for optical

communications in 850, 1310, and 1550nmwhere optical attenuation has local minimums. In the early

days of optical communication, the first wavelength window in 850nm was used partly because of the

availability of GaAs-based laser sources, which emit in that wavelength window. The advances in lon-

ger wavelength semiconductor lasers based on InGaAs and InGaAsP pushed optical communications

toward the second and the third wavelength windows in 1310 and 1550nm where optical losses are

significantly reduced and optical systems can reach longer distances without regeneration.
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Attenuation of old (dotted line) and new (solid line) silica fibers. The shaded regions indicate the three

telecommunication wavelength windows.
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Another category of optical loss that may occur in optical fiber cables is radiation loss. It is mainly

caused by fiber bending. Micro-bending, usually caused by irregularities in the pulling process, may

introduce coupling between the fundamental optical mode and high-order radiation modes and thus

creating losses. On the other hand, macro-bending, often introduced by cabling processing and fiber

handling, causes the spreading of optical energy from fiber core into the cladding. For example, for a

SSMF, bending loss starts to be significant when the bending diameter is smaller than approximately

30cm.

Mathematically, the complex representation of an optical wave propagating in the z-direction is

E z, tð Þ¼E0 exp �j ωt�kzð Þ½ � (2.4.1)

where E0 is the complex amplitude, ω is the optical frequency, and k is the propagation constant. Con-
sidering attenuation in the medium, the propagation constant should be complex:

k¼ β + j
α

2
(2.4.2)

where β¼2πn/λ is the real propagation constant and α is the power attenuation coefficient. By sepa-

rating the real and the imaginary parts of the propagation constant, Eq. (2.4.1) can be written as

E z, tð Þ¼E0 exp �j ωt�βzð Þ½ � � exp �α

2

� �
z (2.4.3)

The average optical power can be simply expressed as

P zð Þ¼P0e
�αz (2.4.4)

where P0 is the input optical power. Note here the unit of α is in Neper per meter.

This attenuation coefficient α of an optical fiber can be obtained by measuring the input and the

output optical power:

α¼ 1

L
ln

P0

P Lð Þ
� �

(2.4.5)

where L is the fiber length and P(L) is the optical power measured at the output of the fiber.

However, engineers use decibel (dB) to describe fiber attenuation and use dB/km as the unit of at-

tenuation coefficient. If we define αdB as the attenuation coefficient which has the unit of dB/km, then

the optical power level along the fiber length can be expressed as

P zð Þ¼P0�10�
αdB
10

z (2.4.6)

Similar to Eq. (2.4.5), for a fiber of length L, αdB can be estimated using

αdB ¼ 1

L
10log10

P0

P Lð Þ
� �

(2.4.7)

Comparing Eqs. (2.4.5) and (2.4.7), the relationship between α and αdB can be found as

αdB
α

¼ 10log10 P0=P Lð Þ½ �
ln P0=P Lð Þ½ � ¼ 10log eð Þ¼ 4:343 (2.4.8)

or simply,αdB¼4.343α.
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αdB is a simpler parameter to use for evaluation of fiber loss. For example, for an 80-km-long fiber

with αdB¼0.25dB/km attenuation coefficient, the total fiber loss can be easily found as

80�0.25¼20 dB. On the other hand, if complex optical field expression is required to solve wave

propagation equations, α needs to be used instead. In practice, people always use the symbol α to rep-

resent optical-loss coefficient, no matter in [Neper/m] or in [dB/km]. But one should be very clear

which unit to use when it comes to finding numerical values.

The following is an interesting example that may help to understand the impact of fiber numerical

aperture and attenuation.
EXAMPLE 2.3
A very long step-index, SMF has a numerical aperture NA¼0.1 and a core refractive index n1¼1.45. Assume that the fiber

end surface is ideally antireflection coated and fiber loss is only caused by Rayleigh scattering. Find the reflectivity of the

fiber Rref¼Pb/Pi, where Pi is the optical power injected into the fiber and Pb is the optical power that is reflected back to the

input fiber terminal, as illustrated in Fig. 2.4.2A.
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FIG. 2.4.2

Illustrations of fiber reflection (A) and scattering in fiber core (B).
Solution
In this problem, Rayleigh scattering is the only source of attenuation in the fiber. Each scattering source scatters the light

into all directions uniformly, which fills the entire 4π solid angle. However, only a small part of the scattered light with the

angle within the numerical aperture can be converted into guided mode within the fiber core and travels back to the input.

The rest will be radiated into cladding and lost. For simplicity, we assume that scatters are only located along the center of

the fiber core, as shown in Fig. 2.4.2B. Therefore, the conversion efficiency from the scattered light to that captured by the

fiber is

η¼ 2π 1� cosθ1ð Þ
4π

(2.4.9)

where the numeritor is the area of the spherical cap shown as the shaded area in Fig. 2.4.2B, whereas the denominator 4π is
the total area of the unit sphere. θ1 is the maximum trace angle of the guided mode with respect to the fiber axis. Since the
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numerical aperture is defined as the maximum acceptance angle θa at the fiber entrance as given in Eq. (2.3.34), θ1 can be
expressed as a function of NA as

θ1 ¼ n0
n1

NA¼ 1

1:45
�0:1¼ 0:069 (2.4.10)

where n0¼1 is used for the index of air. Substitute the value of θ1 into Eq. (2.4.9), the ratio between the captured and the

total scattered optical power can be found as η¼1.19�10�3¼ �29 dB.

Now let us consider a short fiber section Δz located at position z along the fiber. The optical power at this location is

P(z)¼Pie
�αz, where α is the fiber attenuation coefficient. The optical power loss within this section is

ΔP zð Þ¼ dP zð Þ
dz

Δz¼�αPie
�αzΔz (2.4.11)

Since we assumed that the fiber loss is only caused by Rayleigh scattering, this power lossΔP(z) should be equal to the
total scattered power within the short section. ηΔP(z) is the amount of scattered power that is turned into the guided mode

that travels back to the fiber input.

However, during the traveling from location z back to the fiber input, attenuation also applies, and the total amount of

power loss is, again, e�αz. Considering that the fiber is composed of many short sections and adding up the contributions

from all sections, the total reflected optical power is

Pb ¼
X

η ΔP zð Þj je�αz ¼
ð∞

0

ηαPie
�2αzdz¼ ηPi

2
(2.4.12)

Therefore, the reflectivity is

Rref ¼Pb

Pi
¼ η

2
¼ 5:95�10�4 ¼�32dB (2.4.13)

This result looks surprisingly simple. The reflectivity, sometimes referred to as return loss, only depends on the fiber

numerical aperture and is independent of the fiber loss. The physical explanation is that since Rayleigh scattering is as-

sumed to be the only source of loss, increasing the fiber loss will increase both scattered signal generation and its atten-

uation. In practical SMFs, this approximation is quite accurate, and the experimentally measured return loss in a standard

SMF is between �31 and �34dB.
2.5 GROUP VELOCITY AND DISPERSION
When an optical signal propagates along an optical fiber, not only is the signal optical power attenuated

but also different frequency components within the optical signal propagate in slightly different speeds.

This frequency dependency of propagation speed is commonly known as the chromatic dispersion.
2.5.1 PHASE VELOCITY AND GROUP VELOCITY
Neglecting attenuation, the electric field of a single-frequency plane optical wave propagating in the

z-direction is often expressed as

E z, tð Þ¼E0 exp �jΦ t, zð Þ½ � (2.5.1)

where Φ(t, z)¼ (ω0t�β0z) is the optical phase, ω0 is the optical angular frequency, and β0¼2πn/λ¼
nω0/c is the propagation constant.

The phase front of this lightwave is the plane where the optical phase is constant:

ω0t�β0zð Þ¼ constant (2.5.2)
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The propagation speed of the phase front is called phase velocity, which can be obtained by differen-

tiating both sides of Eq. (2.5.2)

vp ¼ dz

dt
¼ω0

β0
(2.5.3)

Now consider that this single-frequency optical wave is modulated by a sinusoid signal of frequency

Δω. Then, the electrical field is

E z, tð Þ¼E0 exp �j ω0t�βzð Þ½ �cos Δωtð Þ (2.5.4)

This modulation splits the signal frequency lightwave into two frequency components. At the input

(z¼0) of the optical fiber, the optical field is

E 0, tð Þ¼E0e
�jω0t cos Δωtð Þ¼ 1

2
E0 e�j ω0 +Δωð Þt + e�j ω0�Δωð Þt
� �

(2.5.5)

Since wave propagation constant β¼nω/c is linearly proportional to the frequency of the optical signal,
the two frequency components at ω0�Δω will have two different propagation constants β0�Δβ.
Therefore, the general expression of the optical field is

E z, tð Þ¼ 1

2
E0 e�j ω0 +Δωð Þt� β0 +Δβð Þz½ � + e�j ω0�Δωð Þt�ð β0�Δβð Þz½ �
n o
¼E0e

�j ω0t�β0zð Þ cos Δωt�Δβzð Þ
(2.5.6)

where E0e
� j(ω0t�β0z) represents an optical carrier, which is identical to that given in Eq. (2.5.4), whereas

cos(Δωt�Δβz) is an envelope that is carried by the optical carrier. In fact, this envelope represents the
information that is modulated onto the optical carrier. The propagation speed of this information-

carrying envelope is called group velocity. Similar to the derivation of phase velocity, one can find

group velocity by differentiating both sides of (Δωt�Δβz)¼constant, which yields

vg ¼ dz=dt¼Δω=Δβ

With infinitesimally low modulation frequency, Δω!dω and Δβ!dβ, so the general expression of

group velocity is

vg ¼ dω

dβ
(2.5.7)

In a nondispersive medium, the refractive index n is a constant that is independent of the frequency of
the optical signal. In this case, the group velocity is equal to the phase velocity: vg¼vp¼c/n. However,
in many practical optical materials, the refractive index n(ω) is a function of the optical frequency and
therefore, vg 6¼vp in these materials.

Over a unit length of 1m, the propagation phase delay is equal to the inverse of the phase velocity:

τp ¼ 1

vp
¼ β0
ω0

(2.5.8)

And similarly, the propagation group delay over a 1-m length is defined as the inverse of the group

velocity:

τg ¼ 1

vg
¼ dβ

dω
(2.5.9)
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2.5.2 GROUP VELOCITY DISPERSION
To understand group velocity dispersion, we consider that two sinusoids with the frequenciesΔω�δω/
2 are modulated onto an optical carrier of frequency ω0. The spectrum of the modulated signal is il-

lustrated in Fig. 2.5.1. When propagating along a fiber, each modulating frequency will have its own

group velocity; then over a unit fiber length, the group delay difference between these two frequency

components can be found as,

δτg ¼ dτg
dω

δω¼ d

dω

dβ

dω

� �
δω¼ d2β

dω2
δω (2.5.10)
FIG. 2.5.1

Spectrum of two-tone modulation on an optical carrier, where ω0 is the carrier frequency and Δω�δω/2 are the

modulation frequencies.
Obviously, this group delay difference is introduced by the frequency dependency of the propagation

constant. In general, the frequency-dependent propagation constant β(ω) can be expended in a Taylor

series around a central frequency ω0:

β ωð Þ¼ β ω0ð Þ+ dβ

dω

����
ω¼ω0

ω�ω0ð Þ+ 1

2

d2β

dω2

����
ω¼ω0

ω�ω0ð Þ2 +……

¼ β ω0ð Þ+ β1 ω�ω0ð Þ + 1

2
β2 ω�ω0ð Þ2 +……

(2.5.11)

where

β1 ¼
dβ

dω
(2.5.12)

represents the group delay and

β2 ¼
d2β

dω2
(2.5.13)

is the group delay dispersion parameter.

If the fiber is uniform with length L, use Eq. (2.5.10), we can find the relative time delay between

two frequency components separated by δω as

Δτg ¼ δτgL¼ β2Lδω (2.5.14)
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Sometimes it might be convenient to use wavelength separation δλ instead of frequency separation δω
between the two frequency (or wavelength) components. In this case, the relative delay over a unit fiber

length can be expressed as

δτg ¼ dτg
dλ

δλ	Dδλ (2.5.15)

whereD¼dτg/dλ is another group delay dispersion parameter. The relationship between these two dis-

persion parameters D and β2 can be found as

D¼ dτg
dλ

¼ dω

dλ
� dτg
dω

¼�2πc

λ2
β2 (2.5.16)

For a fiber of length L, we can easily find the relative time delay between two wavelength components

separated by δλ as

Δτg ¼D � L � δλ (2.5.17)

In practical fiber-optic systems, the relative delay between different wavelength components is usually

measured in picoseconds; wavelength separation is usually expressed in nanometers; and fiber length is

usually measured in kilometers. Therefore, the most commonly used units for β1, β2, andD are [ps/nm],

[ps2/km], and [ps/nm-km], respectively.
2.5.3 SOURCES OF CHROMATIC DISPERSION
The physical reason of chromatic dispersion is the wavelength-dependent propagation constant β(λ).
Both material property and waveguide structure may contribute to this wavelength dependency of β(λ),
which are referred to as material dispersion and waveguide dispersion, respectively.

Material dispersion is originated by the wavelength-dependent material refractive index n¼n(λ);
thus, the wavelength-dependent propagation constant is β(λ)¼2πn(λ)/λ.

For a unit fiber length, the wavelength-dependent group delay is

τg ¼ dβ λð Þ
dω

¼� λ2

2π

� �
dβ λð Þ
dλ

¼ 1

c
n λð Þ�λ

dn λð Þ
dλ

� �
(2.5.18)

The group delay dispersion between two wavelength components separated by δλ is then

δτg ¼ dτg
dλ

δλ¼�1

c
λ
d2n λð Þ
dλ2

� �
δλ (2.5.19)

Therefore, material-induced dispersion is proportional to the second derivative of the refractive index.

Waveguide dispersion can be explained as the wavelength-dependent angle of the light ray prop-

agating inside the fiber core, as illustrated by Fig. 2.3.3. Under weak guidance condition, the normal-

ized propagation constant defined in Eq. (2.3.29) can be linearized as

b¼ βz=kð Þ2�n22
n21�n22

� βz=kð Þ�n2
n1�n2

(2.5.20)

The actual propagation constant in the z-direction, βz can be expressed as a function of b as

βz λð Þ¼ kn2 bΔ+ 1ð Þ (2.5.21)
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where Δ¼ (n1�n2)/n2 is the normalized index difference between the core and the cladding. Then, the

group delay can be found as

τg ¼ dβz λð Þ
dω

¼ n2
c

1 + bΔ+ k
db

dk
Δ

� �

Fig. 2.3.5 shows the variation of b as a function of V for different modes. Since V is inversely propor-

tional to λ, as defined by Eq. (2.3.25), τg varies with λ as well.

In general, material dispersion is difficult to modify, because doping other materials into silica

might introduce excess attenuation, but waveguide dispersion can be modified by index profile design.

The overall chromatic dispersion in an optical fiber is the combination of material dispersion and

waveguide dispersion. In general, different types of fiber have different dispersion characteristics.

However, for a SSMF, the dispersion parameter D can usually be described by a Sellmeier equation

(Meumann, 1988):

D λð Þ¼ S0
4

λ�λ40
λ3

� �
(2.5.22)

where S0 is the dispersion slope, which ranges from 0.08 to 0.1ps/nm2-km and λ0 is the zero-dispersion
wavelength, which is around 1315nm.
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FIG. 2.5.2

(A) Chromatic dispersion D vs. wavelength and (B) relative group delay vs. wavelength. S0 ¼ 0.09 ps/nm2-km, λ0
¼ 1315nm.
Fig. 2.5.2A shows the dispersion parameter D vs. wavelength for standard single-mode fiber

(SSMF), which has dispersion slope S0¼0.09ps/nm2-km and zero-dispersion wavelength

λ0¼1315nm. D(λ) is generally nonlinear; however, if we are only interested in a relatively narrow

wavelength window, it is often convenient to linearize this parameter. For example, if the central fre-

quency of an optical signal is at λ¼λa, then D(λ) can be linearized in the vicinity of λa as

D λð Þ�D λað Þ + S λað Þ � λ�λað Þ (2.5.23)

where

D λað Þ¼ S0
4

λ�λ40
λ3a

� �
(2.5.24)
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and the local dispersion slope at λa is

S λað Þ¼ S0
4

1 +
3λ40
λ4a

� �
(2.5.25)

In general,S(λa) 6¼S0, except when the optical signal is near the zero-dispersion wavelength λa¼λ0.
As a consequence of wavelength-dependent dispersion parameter, the group delay is also

wavelength-dependent. Considering the definition of dispersion D¼dτg/dλ as given by Eq. (2.5.15),

the wavelength-dependent group delay τg(λ) can be found by integrating D(λ) over wavelength. Based
on Eq. (2.5.22), the group delay can be derived as

τg λð Þ¼
ð
D λð Þdλ¼ τ0 +

S0
8

λ�λ20
λ

� �2

(2.5.26)

Fig. 2.5.2B shows the relative group delay Δτg(λ)¼ τg(λ)�τ0 vs. wavelength. The group delay is not

sensitive to wavelength change around λ¼λ0 because where the dispersion is zero.
2.5.4 MODAL DISPERSION
Chromatic dispersion discussed earlier specifies wavelength-dependent group velocity within one op-

tical mode. If a fiber has more than one mode, different modes will also have different propagation

speeds; this is called modal dispersion. In a MMF, the effect of modal dispersion is typically much

stronger than the chromatic dispersion within each mode; therefore, chromatic dispersion is usually

neglected.

Modal dispersion depends on the number of propagationmodes that exist in the fiber, which, in turn,

is determined by the fiber core size and the index difference between the core and the cladding. By

using geometric optics analysis as described in Section 2.3, we can find the delay difference between

the fastest propagation mode and the slowest propagation mode. Obviously, the fastest mode is the one

that travels along the fiber longitudinal axis, whereas the ray trace of the slowest mode has the largest

angle with the fiber longitudinal axis or the smallest θi shown in Fig. 2.3.2B. This smallest angle θi is
limited by the condition of total reflection at the core-cladding interface, θi> sin�1(n2/n1). Since the

group velocity of the fastest ray trace is c/n1 (here we assume n1 is a constant), the group velocity of the
slowest ray trace should be (c/n1) sinθi¼ (cn2/n1

2). Therefore, for a fiber of length L, the maximum

group delay difference is approximately

δTmax ¼ n1L

c

n1�n2
n2

� �
(2.5.27)

This expression does not consider the core size of the fiber, and therefore, it only provides an absolute

maximum of the modal dispersion.
2.5.5 POLARIZATION MODE DISPERSION
Polarization mode dispersion (PMD) is a special type of modal dispersion that exists in SMFs. It is

worth noting that there are actually two fundamental modes that coexist in a SMF. As shown in

Fig. 2.5.3, these two modes are orthogonally polarized. In an optical fiber with perfect cylindrical sym-

metry, these two modes have the same cutoff condition and they are referred to as degenerate modes.
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FIG. 2.5.3

Illustration of optical field vector across the core cross section of a single-mode fiber. Two degenerate modes exist

in a single-mode fiber.
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However, practical optical fibers might not have perfect cylindrical symmetry due to birefringence;

therefore, these two fundamental modes may propagate in different speeds. Birefringence in an optical

fiber is usually caused by small perturbations of the structure geometry as well as the anisotropy of the

refractive index. The sources of the perturbations can be categorized as intrinsic and extrinsic. Intrinsic
perturbation refers to permanent structural perturbations of fiber geometry, which are often caused by

errors in the manufacturing process. The effect of intrinsic perturbation include (1) noncircular fiber

core, which is called geometric birefringence and (2) nonsymmetric stress originated from the nonideal

perform, which is usually called stress birefringence. On the other hand, extrinsic perturbation usually
refers to perturbations due to random external forces in the cabling and installation process. Extrinsic

perturbation also causes both geometric and stress birefringence.

The effect of birefringence is that the two orthogonal polarization modesHE11
x andHE11

y experience

slightly different propagation constants when they travel along the fiber; therefore, their group delays

become different. Assuming that the effective indices in the core of a birefringence fiber are nx and ny
for the two polarization modes, their corresponding propagation constants will be βx¼ωnx/c and

βy¼ωny/c, respectively. Due to birefringence, βx and βy are not equal and their difference is

Δβ¼ βx�βy
� 	¼ω

c
Δneff (2.5.28)

where Δneff¼n//�n? is the effective differential refractive index of the two modes.

For a fiber of length L, the relative group delay between the two orthogonal polarization modes is

Δτg ¼
n==�n?
� 	

c
L¼LΔneff

c
(2.5.29)

This is commonly referred to as differential group delay (DGD).

As a result of fiber birefringence, the SOP of the optical signal will rotate while propagating along

the fiber because of the accumulated relative phase change ΔΦ between the two polarization modes:

ΔΦ¼ωΔneff
c

L (2.5.30)

According to Eq. (2.5.30), when an optical signal is launched into a birefringence fiber, its polarization

evolution can be accomplished by the changes of either the fiber length L, the differential refractive
index Δneff, or the lightwave signal angular frequency ω.

At a certain fiber length L¼Lp, if the SOP of the optical signal completes a fullΔΦ¼2π rotation, Lp
is, therefore, defined as the birefringence beat length. On the other hand, at a fixed fiber length L, the
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polarization state of the optical signal can also be varied by changing the frequency. For a complete

polarization rotation, the change of optical frequency should be

Δωcycle ¼ 2πc

LΔneff
¼ 2π

Δτg
(2.5.31)

When the fiber length is short enough, energy coupling between the two orthogonally polarized modes

is negligible, and the DGD shown in Eq. (2.5.29) is linearly proportional to the fiber length L
[Eq. (2.5.29) is also valid for polarization-maintaining fiber in which there no coupling between the

two modes.] However, when the fiber is long enough and the fiber is not polarization maintaining

(PM), energy carried by the two polarization modes may exchange between each other, known as mode

coupling. This mode coupling is often random due to the random nature of perturbation such as bending

and stressing along the fiber. As a result, the overall DGD scales with the fiber length by
ffiffiffi
L

p
, so that

Δτg � Δneff =c
� 	 ffiffiffi

L
p

.

In modern high-speed optical communications using SMF, PMD has become one of the most no-

torious sources of transmission performance degradation. Due to the random nature of the perturbations

that cause birefringence, PMD in an optical fiber is a stochastic process. Standard SMF for telecom-

munications in 1550nm wavelength usually has the unit-length DGD value less than 0:1 ps=
ffiffiffiffiffiffiffi
km

p
.

EXAMPLE 2.4
A 1550nm optical signal from a multi longitudinal mode laser diode has two discrete wavelength components separated by

0.8nm. There are two pieces of optical fiber; one of them is a SSMFwith chromatic dispersion parameterD¼17ps/nm/km

at 1550nm wavelength, and the other is a step-index MMF with core index n1¼1.48, cladding index n2¼1.46, and core

diameter d¼50μm. Both of these two fibers have the same length of 20km. Find the allowedmaximum signal data rate that

can be carried by each of these two fibers.

Solution
For the SMF, chromatic dispersion is the major source of pulse broadening of the optical signal. In this example, the chro-

matic dispersion-induced pulse broadening is

ΔtSMF ¼D � L �Δλ¼ 17�20�0:8¼ 272ps

For the MMF, the major source of pulse broadening is modal dispersion. Using Eq. (2.5.27), this pulse broadening is

ΔtMMF � n1L

c

n1�n2
n2

� �
¼ 1:35μs

Obviously, MMF introduces pulse broadening more than three orders of magnitude higher than the SMF. The data rate

of the optical signal can be on the order of 5Gb/s if the SMF is used, whereas it is limited to less than 1Mb/s with the MMF.
2.5.6 MODE DIVISION MULTIPLEXING
Propagation modes in a MMF are mutually orthogonal, and ideally there is no energy exchange be-

tween different modes during propagation. Under this assumption, each mode can provide an indepen-

dent communication channel for information transmission through the fiber. However, energy

exchange betweenmodes, knownmode coupling, always exist in practical optical fibers due to intrinsic

and extrinsic perturbations. The major difficulty arises from the randomness of the mode coupling

which makes the cross talk between modes unpredictable. Despite this difficulty, polarization division

multiplexing (PDM), the simplest form of mode division multiplexing, has been successfully applied in

fiber-optic transmission systems which utilizing two orthogonal polarization states of the fundamental
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LP01 mode to carry independent channels. The practical application of PM was enabled by the avail-

ability of high-speed digital electronics for signal processing which adaptively tracks and corrects the

random cross talk between the two polarization modes. Mode division multiplexing is an active area of

research to further extend the capacity of optical transmission systems. Transmission using few-mode

fiber with up to 5 or 6 modes has been shown to be possible (Randel et al., 2011). As the number of

modes increases, the difficulty of separating these modes at the receiver and removing the cross talk

between them increases exponentially. The complexity of electronic digital signal processing and the

power consumption will become the major concern challenging the practicality of mode-division

multiplexing.
2.6 NONLINEAR EFFECTS IN AN OPTICAL FIBER
Fiber parameters we have discussed so far, such as attenuation, chromatic dispersion, and modal dis-

persion, are all linear effects. The values of these parameters do not change with the change in the signal

optical power. On the other hand, the effects of fiber nonlinearity depend on the optical power density

inside the fiber core. The typical optical power carried by an optical fiber may not seem very high, but

since the fiber core cross-section area is very small, the power density can be very high to cause sig-

nificant nonlinear effects. For example, for a SSMF, the cross-section area of the core is about 80μm2.

If the fiber carries 10mW of average optical power, the power density will be as high as 12.5kW/cm.2

SBS, SRS, and the Kerr effect are the three most important nonlinear effects in silica optical fibers.
2.6.1 STIMULATED BRILLOUIN SCATTERING
SBS is originated by the interaction between the signal photons and the traveling sound waves, also

called acoustic phonons (Boyd, 1992). It is just like that when you blow air into an open-ended tube:

A sound wave may be generated. Because of the SBS, the signal lightwave is modulated by the trav-

eling sound wave. Stokes photons are generated in this process, and the frequency of the Stokes photons

is downshifted from that of the original optical frequency. The amount of this frequency shift can be

estimated approximately by

Δf ¼ 2f0
V

c=n1ð Þ (2.6.1)

where n1 is the refractive of the fiber core, c/n1 is the group velocity of the lightwave in the fiber, V is

the velocity of the sound wave, and f0 is the original frequency of the optical signal. In a silica-based

optical fiber, sound velocity along the longitudinal direction is V¼5760m/s. Assume a refractive index

of n1¼1.47 in the fiber core at 1550nm signal wavelength, this SBS frequency shift is about 11GHz.

SBS is highly directional and narrowband. The generated Stokes photons only propagate in the op-

posite direction of the original photons, and therefore, the scattered energy is always counter propa-

gating with respect to the signal. In addition, since SBS relies on the resonance of a sound wave,

which has very narrow spectral linewidth, the effective SBS bandwidth is as narrow as 20MHz. There-

fore, SBS efficiency is high only when the linewidth of the optical signal is narrow.

When the optical power is high enough, SBS turns signal optical photons into frequency-shifted

Stokes photons that travel in the opposite direction. If another optical signal travels in the same fiber,

in the same direction and at the same frequency of this Stokes wave, it can be amplified by the SBS
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process. Based on this, the SBS effect has been used to make optical amplifiers; however, the narrow

amplification bandwidth nature of SBS limits their applications. On the other hand, in optical fiber

communications, the effect of SBS introduces an extra loss for the optical signal and sets an upper limit

for the amount of optical power that can be used in the fiber. In commercial fiber-optic systems, an

effective way to suppress the effect of SBS is to frequency modulate the optical carrier and increase

the spectral linewidth of the optical source to a level much wider than 20MHz.
2.6.2 STIMULATED RAMAN SCATTERING
SRS is an inelastic process where a photon of the incident optical signal (pump) stimulates molecular

vibration of the material and loses part of its energy. Because of the energy loss, the photon reemits in a

lower frequency (Smith, 1972). The introduced vibrational energy of the molecules is referred to as an

optical phonon. Instead of relying on the acoustic vibration as in the case of SBS, SRS in a fiber is

caused by the molecular-level vibration of the silica material. Consequently, through the SRS process,

pump photons are progressively absorbed by the fiber, whereas new photons, called Stokes photons, are
created at a downshifted frequency.

Unlike SBS, where the Stokes wave only propagates in the backward direction, the Stokes waves

produced by the SRS process propagate in both forward and backward directions. Therefore, SRS can

be used to amplify both co- and counterpropagated optical signals if their frequencies are within the

SRS bandwidth. Also, the spectral bandwidth of SRS is much wider than that of SBS. As shown in

Fig. 2.6.1, in silica-based optical fibers, the maximum Raman efficiency happens at a frequency shift

of about 13.2THz, and the bandwidth can be as wide as 10THz. Optical amplifiers based on the SRS

effect have become popular in the recent years because of their unique characteristics compared to

other type of optical amplifiers. Mode details of fiber Raman amplification will be discussed in

Chapter 5.
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FIG. 2.6.1

A normalized Raman gain spectrum of a silica fiber.
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On the other hand, SRS also may create interchannel crosstalk in wavelength-division multiplexed

(WDM) optical systems. In a fiber carrying multiple wavelength channels, SRS effect may create en-

ergy transfer from short wavelength (higher-frequency) channels to long wavelength (lower-

frequency) channels.
2.6.3 KERR EFFECT NONLINEARITY AND NONLINEAR SCHR€ODINGER EQUATION
Kerr effect nonlinearity is introduced by the fact that the refractive index of an optical material is often

a weak function of the optical power density:

n¼ n0 + n2
P

Aeff
(2.6.2)

where n0 is the linear refractive index of the material, n2 is the nonlinear index coefficient, P is the

optical power, and Aeff is the effective cross-section area of the optical waveguide. P/Aeff represents

optical power density.

Considering both linear and nonlinear effects, a nonlinear differential equation is often used to

describe the envelope of optical field propagating along an optical fiber (Agrawal, 2001):

∂A t, zð Þ
∂z

+
jβ2
2

∂
2A t, zð Þ
∂t2

+
α

2
A t, zð Þ� jγ A t, zð Þj j2A t, zð Þ¼ 0 (2.6.3)

This equation is known as the nonlinear Schr€odinger (NLS) equation. A(t,z) is the complex amplitude

of the optical field. The fiber parameters β2 and α are group delay dispersion and attenuation, respec-

tively. γ is defined as the nonlinear parameter:

γ¼ n2ω0

cAeff
(2.6.4)

On the left side of Eq. (2.6.3), the second term represents the effect of chromatic dispersion; the third

term is optical attenuation; and the last term represents a nonlinear phase modulation caused by the

Kerr effect nonlinearity. To understand the physical meaning of each term in the NLS equation, we

can consider dispersion and nonlinearity separately.

First, we only consider the dispersion effect and assume

∂A

∂z
+
jβ2
2

∂
2A

∂t2
¼ 0 (2.6.5)

This equation can easily be solved in Fourier domain as

A



ωLð Þ¼A



ω0ð Þexp j
ω2

2
β2L

� �
¼A



ω0ð ÞejΦ ωð Þ (2.6.6)

where L is the fiber length, eA ω, Lð Þ is the Fourier transform ofA(t,L), and eA ω, 0ð Þ is the optical field at
the fiber input. The differential phase between frequency componentsω andω0 at the end of the fiber is

δΦ¼ω2�ω2
0

2
β2L�ω0 ω�ω0ð Þβ2L (2.6.7)
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where we have assumed that jω�ω0 j< <ω0, so that ω+ω0�2ω0. If we let δΦ¼ω0δt, where δt is the
arrival time difference at the fiber end between these two frequency components, Δt can be found as

δt�δωβ2L with δω¼ω�ω0. Then, if we convert β2 into D using Eq. (2.5.16), we find

δt�D � L � δλ (2.6.8)

where δλ¼δωλ2/(2πc) is the wavelength separation between these two components. In fact, Eq. (2.6.8)

is identical to Eq. (2.5.17).

Now let us neglect dispersion and only consider fiber attenuation and Kerr effect nonlinearity.

Then, the NLS equation is simplified to

∂A t, zð Þ
∂z

+
α

2
A t, zð Þ¼ jγ A t, zð Þj j2A t, zð Þ (2.6.9)

If we start by considering the optical power,P(z, t)¼jA(z, t)j2, Eq. (2.6.9) gives P(z, t)¼P(0, t)e�αz.

Then, we can use a normalized variableE(z, t) such that

A z, tð Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
P 0, tð Þ

p
exp

�αz

2

� �
E z, tð Þ (2.6.10)

Eq. (2.6.9) becomes

∂E z, tð Þ
∂z

¼ jγP 0, tð Þe�αzE z, tð Þ (2.6.11)

And the solution is

E z, tð Þ¼E 0, tð Þexp jΦNL tð Þ½ � (2.6.12)

where

ΦNL tð Þ¼ γP 0, tð Þ
ðL

0

e�αzdz¼ γP 0, tð ÞLeff (2.6.13)

with

Leff ¼ 1�e�αL

α
� 1

α
(2.6.14)

known as the nonlinear length of the fiber, which only depends on the fiber attenuation (where

e�αL< <1 is assumed). For a SSMF operating in a 1550-nm wavelength window, the attenuation

is about 0.25dB/km (or 5.8�10�5Np/m) and the nonlinear length is approximately 17.4km.

According to Eq. (2.6.13), the nonlinear phase shift ΦNL(t) follows the time-dependent change of

the optical power. The corresponding optical frequency change can be found by

δf tð Þ¼ 1

2π
γLeff

∂

∂t
P 0, tð Þ½ � (2.6.15)

Or the corresponding signal wavelength modulation:

δλ tð Þ¼� λ2

2πc
γLeff

∂

∂t
P 0, tð Þ½ � (2.6.16)
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Fig. 2.6.2 illustrates the waveform of an optical pulse and the corresponding nonlinear phase shift. This

phase shift is proportional to the signal waveform, an effect known as self-phase modulation (SPM)

(Stolen and Lin, 1978).
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FIG. 2.6.2

(A) Optical pulse waveform, (B) nonlinear phase shift, and (C) wavelength shift introduced by self-phase

modulation.
If the fiber has no chromatic dispersion, this phase modulation alone would not introduce optical

signal waveform distortion if optical intensity is detected at the fiber output. However, if the fiber chro-

matic dispersion is considered, wavelength deviation created by SMP at the leading edge and the falling

edge of the optical pulse, as shown in Fig. 2.6.2, will introduce group delay mismatch between these

two edges of the pulse, therefore, creating waveform distortion. For example, if the fiber has anomalous

dispersion (D>0), short wavelength components will travel faster than long-wavelength components.

In this case, the blue-shifted pulse falling edge travels faster than the red-shifted leading edge; there-

fore, the pulse will be squeezed by the SMP process. On the other hand, if the fiber dispersion is normal

(D<0), the blue-shifted pulse falling edge travels slower than the red-shifted leading edge and this will

result in pulse spreading.

In the discussion of SPM, we have only considered one wavelength channel in the fiber, and its

optical phase is affected by the intensity of the same channel. If there is more than one wavelength

channel traveling in the same fiber, the situation becomes more complicated and cross talk-created

channels will be created by Kerr effect nonlinearity.

Now let us consider a system with only two wavelength channels; the combined optical field is

A z, tð Þ¼A1 z, tð Þe�jθ1 +A2 z, tð Þe�jθ2 (2.6.17)

where A1 and A2 are the optical field amplitude of the two wavelength channels and θ1¼nω1/c and

θ2¼nω2/c are optical phases of these two optical carriers. Substituting Eq. (2.6.17) into the NLS

Eq. (2.6.3) and collecting terms havinge� jθ1 and e� jθ2, respectively, will result in two separate

equations:

∂A1

∂z
+
jβ2
2

∂
2A1

∂t2
+
α

2
A1 ¼ jγ A1j j2A1 + j2γ A2j j2A1 + jγA

2
1A

∗
2e

j θ1�θ2ð Þ (2.6.18)

∂A2

∂z
+
jβ2
2

∂
2A2

∂t2
+
α

2
A2 ¼ jγ A2j j2A2 + j2γ A1j j2A2 + jγA

2
2A

∗
1e

j θ2�θ1ð Þ (2.6.19)
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Each of these two equations describes the propagation characteristics of an individual wavelength

channel. On the right side of each equation, the first term represents the effect of SPM as we have de-

scribed; the second term represents cross-phase modulation (XPM); and the third term is responsible

for another nonlinear phenomenon called four-wave mixing (FWM).

XPM is originated from the nonlinear phase modulation of one wavelength channel by the optical

power change of the other channel (Islam et al., 1987). Similar to SPM, it requires chromatic dispersion

of the fiber to convert this nonlinear phase modulation into waveform distortion. Since signal wave-

forms carried by these wavelength channels are usually not synchronized with each other, the precise

time-dependent characteristic of cross talk is less predictable. Statistical analysis is normally used to

estimate the effect of XPM-induced cross talk.

FWM can be better understood as two optical carriers copropagating along an optical fiber; the

beating between the two carriers modulates the refractive index of the fiber at the frequency difference

between them. Meanwhile, a third optical carrier propagating along the same fiber is phase modulated

by this index modulation and then creates two extra modulation sidebands (Hill et al., 1978; Inoue,

1992). If the frequencies of three optical carriers are ωj, ωk, and ωl, the new frequency component cre-

ated by this FWM process is

ωjkl ¼ωj +ωk�ωl ¼ωj�Δωkl (2.6.20)

where l 6¼ j, l 6¼k, andΔωkl are the frequency spacing between channel k and channel l. If there are only
two original optical carriers involved as in our example, the third carrier is simply one of the two orig-

inal carriers (j 6¼k), and this situation is known as degenerate FWM. Fig. 2.6.3 shows the wavelength

relations of degenerate FWMwhere two original carriers atωj andωk beat in the fiber, creating an index

modulation at the frequency of Δωjk¼ωj�ωk. Then, the original optical carrier at ωj is phase mod-

ulated at the frequency Δωjk, creating two modulation sidebands at ωi¼ωj�Δωjk and ωk¼ωj+Δωjk.

Similarly, the optical carrier at ωk is also phase modulated at the frequency Δωjk and creates two side-

bands at ωj¼ωk�Δωjk and ωl¼ωk+Δωjk. In this process, the original two carriers become four, and

this is probably where the name “four-wave mixing” cames from.
FIG. 2.6.3

Degenerate four-wave mixing, where two original carriers at ωj and ωk create four new frequency components at

ωi, ωj, ωk, and ωl.
FWM is an important nonlinear phenomenon in optical fiber; it introduces interchannel cross talk

when multiple wavelength channels are used. The buildup of new frequency components generated by

FWM depends on the phase match between the original carriers and the new frequency component

when they travel along the fiber. Therefore, the efficiency of FWM is very sensitive to the
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dispersion-induced relative walk-off between the participating wavelength components. In general, the

optical field amplitude of the FWM component created in a fiber of length L is

Ajkl Lð Þ¼ jγ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pj 0ð ÞPk 0ð ÞPl 0ð Þ

q ðL

0

e�αz exp jΔβjklz
� 	

dz (2.6.21)

where Pj(0), Pk(0), and Pl(0) are the input power of the three participating optical carriers and

Δβjkl ¼ βj + βk�βl�βjkl (2.6.22)

is a propagation constant mismatch, βj¼β(ωj), βk¼β(ωk), βl¼β(ωl), and βjkl¼β(ωjkl). Expanding β as
β(ω)¼β0+β1(ω�ω0)+ (β2/2)(ω�ω0)

2and using the frequency relation given in Eq. (2.6.20), we can

find

Δβjkl ¼�β2 ωj�ωl

� 	
ωk�ωlð Þ (2.6.23)

Here for simplicity we neglected the dispersion slope and considered that the dispersion value is con-

stant over the entire frequency region. This propagation constant mismatch can also be expressed as the

functions of the corresponding wavelengths:

Δβjkl ¼
2πcD

λ2
λj�λl
� 	

λk�λlð Þ (2.6.24)

where dispersion parameter β2 is converted to D using Eq. (2.5.16). The integration of Eq. (2.6.21)

yields

Ajkl Lð Þ¼ jγ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pj 0ð ÞPk 0ð ÞPl 0ð Þ

q
e jΔβjkl�αð ÞL�1

jΔβjkl�α
(2.6.25)

The power of the FWM component is then

Pjkl Lð Þ¼ ηFWMγ
2L2eff Pj 0ð ÞPk 0ð ÞPl 0ð Þ (2.6.26)

where Leff¼ (1�e�αL)/α is the fiber nonlinear length and

ηFWM ¼ α2

Δβ2jkl + α2
1 +

4e�αL sin2 ΔβjklL=2
� 	

1�e�αLð Þ2
" #

(2.6.27)

is the FWM efficiency. In most of the practical cases, when the fiber is long enough, e�αL< <1 is true.

The FWM efficiency can be simplified as

ηFWM � α2

Δβ2jkl + α2
(2.6.28)

In this simplified expression, FWM efficiency is no longer dependent on the fiber length. The reason is

that as long as e�αL< <1, for the fiber lengths far beyond the nonlinear length the optical power is

significantly reduced and thus the nonlinear contribution. Consider the propagation constant mismatch

given in Eq. (2.6.24), the efficiency of FWM can be reduced either by the increase of fiber dispersion or

by the increase of channel separation. Fig. 2.6.4 shows the FWM efficiency for several different fiber

dispersion parameters calculated with Eqs. (2.6.24) and (2.6.28), where the fiber loss is α¼0.25 dB/

km and the operating wavelength is 1550nm. Note in these calculations, the unit of attenuation α has to
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be in Np/m when using Eqs. (2.6.25)–(2.6.28). As an example, if two wavelength channels with 1nm

channel spacing, the FWM efficiency increases for approximately 25dBwhen the chromatic dispersion

is decreased from 17 to 1ps/nm/km. As a consequence, in WDM optical systems, if dispersion-shifted

fiber (DSF) is used, interchannel cross talk introduced by FWM may become a legitimate concern,

especially when the optical power is high.
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FIG. 2.6.4

Four-wave mixing efficiency ηFWM, calculated for α¼0.25dB/km, λ¼1550nm. Unit of D is in [ps/nm-km]
2.7 DIFFERENT TYPES OF OPTICAL FIBERS
As we all know, optical fiber is a cylindrical waveguide that supports low-loss propagation of optical

signals. The general properties of optical fibers have been discussed in Chapter 1. In the recent years,

numerous fiber types have been developed and optimized to meet the demand of various applications.

Some popular fiber types that are often used in optical communication systems have been standardized

by the International Telecommunication Union (ITU-T). The list includes graded index multimode

fiber (G.651), nondispersion shifted fiber (NDSF) also known as standard single-mode fiber

(G.652), DSF (G.653), and nonzero dispersion shifted fiber (NZDSF) (G.655). In addition to fibers

designed for optical transmission, there are also various specialty fibers for optical signal processing,

such as dispersion compensating fibers (DCF), PM fibers, photonic crystal fibers (PCFs), and rare-

earth-doped active fibers for optical amplification. Unlike transmission fibers, these specialty fibers

are less standardized.
2.7.1 STANDARD OPTICAL FIBERS FOR TRANSMISSION
The ITU-T G.651 MMF has a 50-μm core diameter and a 125-μm cladding diameter. The attenuation

parameter for this fiber is on the order of 0.8dB/km at 1310nm wavelength. Because of its large core

size, MMF is relatively easy to handle with large misalignment tolerance for optical coupling and
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connection. However, due to its large modal dispersion, MMF is often used for short-reach and low

data-rate optical communication systems. Although this fiber is optimized for use in the 1300nm band,

it can also operate in the 850 and 1550-nm wavelength bands [Corning Website; OFS Website]).

The ITU-T G.652 fiber, also known as standard single mode fiber (SSMF), is the most commonly

deployed fiber in optical communication systems. This fiber has a simple step-index structure with a 9-

μm core diameter and a 125-μm cladding diameter. It is single mode with a zero-dispersion wavelength

around λ0¼1310nm. The typical chromatic dispersion value at 1550nm is about 17 ps/nm-km. The

attenuation parameter for G.652 fiber is typically 0.5dB/km at 1310nm and 0.2dB/km at 1550nm.

An example of this type of fiber is Corning SMF-28.

Although standard SMF has low loss in the 1550-nm wavelength window, which makes it suitable

for long-distance optical communications, it shows relatively high chromatic dispersion values in this

wavelength window. In high-speed optical transmission systems, chromatic dispersion introduces sig-

nificant waveform distortion, which may significantly degrade system performance. The trend of shift-

ing the transmission wavelength window from 1310 to 1550nm in the early 1990s initiated the

development of DSF. Through proper cross-section design, DSF shifts the zero-dispersion wavelength

λ0 from 1310nm to approximately 1550nm, making the 1550-nm wavelength window have both the

lowest loss and the lowest dispersion. The core diameter of the DSF is about 7μm, which is slightly

smaller than the standard SMF. DSF is able to significantly extend the dispersion-limited transmission

distance if there is only a single optical channel propagating in the fiber, but people soon realized that

DSF is not suitable for multiwavelength WDM systems due to the high-level nonlinear cross talk be-

tween optical channels through FWM and XPM. For this reason, the deployment of DSF did not last

very long.

To reduce chromatic dispersion while maintaining reasonably low nonlinear cross talk in WDM

systems, nonzero dispersion-shifted fibers (NZDSF) were developed. NZDSF moves the zero-

dispersion wavelength outside the 1550nm window so that the chromatic dispersion for optical sig-

nals in the 1550nm wavelength is less than that in standard SMF but higher than that of DSF. The

basic idea of this approach is to keep a reasonable level of chromatic dispersion at 1550nm, which

prevents high nonlinear cross talk from happening but without the need of dispersion compensation

in the system. There are several types of NZDSF depending on the selected value of zero-dispersion

wavelength λ0. In addition, since λ0 can be either longer or shorter than 1550nm, the dispersion at

1550nm can be either negative (normal) or positive (anomalous). The typical chromatic dispersion

for G.655 fiber at 1550nm is 4.5ps/nm-km. Although NZDSF usually has core sizes smaller than

standard SMF, which increases the nonlinear effect, some designs such as Corning large effective

area fiber (LEAF) have the same effective core area as standard SMF, which is approximately

80μm2.

Fig. 2.7.1 shows typical dispersion vs. wavelength characteristics for several major fiber types

that have been offered for long-distance links. The detailed specifications of these fibers are listed

in Table 2.1. In optical communication system applications, the debate on which fiber has the best

performance can never settle down, because data rate, optical modulation formats, channel spacing,

the number of WDM channels, and the optical powers used in each channel may affect the conclu-

sion. In general, standard SMF has high chromatic dispersion so that the effect of nonlinear cross talk

between channels is generally small; however, a large amount of dispersion compensation must be
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used, introducing excess loss and requiring higher optical gain in the amplifiers. This in turn will

degrade optical signal-to-noise ratio (OSNR) at the receiver. On the other hand, low dispersion fibers

may reduce the requirement of dispersion compensation but at the risk of increasing nonlinear

cross talk.
TW

LS

DSF 

TW+

TW–

TW-RS 

ELEA

+2

+4

–2

D
is
pe

rs
io

n 
(p

s/
nm

-k
m

) 

+6

+8

+10 TeraLight 
+16

+18
NDSF 

–4

1520 1530 1540 1550 1560 1570
Wavelength (nm)
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Chromatic dispersions of non-dispersion-shifted fiber (NDSF) and various different nonzero-dispersion-shifted

fibers (NZDSF).

Table 2.1 Important parameters for nondispersion shifted fiber (NDSF), long-span (LS) fiber,

truewave (TW) fiber, truewave reduced-slope (TW-RS) fiber, large effective area fiber (LEAF),

and teralight fiber

Fiber type ITU
Dispersion @ 1550nm
(ps/nm/km)

Dispersion slope
(ps/km/nm2)

Effective area (Aeff)
(μm2)

NDSF(SMF-28) NDSF/G.652 16.70 0.06 86.6

LS NZDSF/G.655 �1.60 0.075 50

Truewave (TW) NZDSF/G.655 2.90 0.07 55.42

TW–RS NZDSF/G.655 4.40 0.042 55.42

LEAF NZDSF/G.655 3.67 0.105 72.36

TERALIGHT NZDSF/G.655 8.0 0.058 63
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2.7.2 SPECIALTY OPTICAL FIBERS
In addition to the fibers designed for optical transmission, a number of specialty fibers have also been

developed for various purposes ranging from linear and nonlinear optical signal processing to intercon-

nection between equipment. The following are a few examples of specialty optical fibers that have been

widely used.

DCF is a widely used specialty fiber that usually provides a large value of negative (normal) dis-

persion in a 1550-nm wavelength window. It is developed to compensate for chromatic dispersion in

optical transmission systems that are based primarily on standard SMF. The dispersion coefficient of

DCF is typically on the order of D¼�95 ps/nm-km at a 1550-nm wavelength window. Therefore,

approximately 14km DCF is required to compensate for the chromatic dispersion of 80km standard

SMF in an amplified optical span. For practical system applications, DCFs can be packaged into mod-

ules, which are commonly referred to as dispersion compensating module (DCM).

Compared to other types of dispersion compensation techniques such as fiber Bragg gratings, the

distinct advantage of DCF is its wide wavelength window, which is critical for WDM applications, and

its high reliability and negligibly small dispersion ripple over the operating wavelength. In addition,

DCF can be designed to compensate the slope of chromatic dispersion, thus making it an ideal candi-

date for WDM applications involving wide wavelength windows. However, due to the limited disper-

sion value per unit length, DSF usually has relatively higher attenuation compared to fiber gratings,

especially when the required total dispersion is high. In addition, because a large value of waveguide

dispersion is needed to achieve normal dispersion in 1550-nm wavelength window, the effective core

area of DCF can be as small as Aeff�15 μm2, which is less than one-fifth that of a standard SMF.

Therefore, the nonlinear effect in DCF is expected to be significant, which has to be taken into account

in designing a measurement setup involving DCF.

PM fiber is another important category of specialty fibers. It is well known that in an ideal SMFwith

circular cross-section geometry, two degenerate modes coexist, with mutually orthogonal polarization

states and identical propagation constants. The effect of external stress may cause the fiber to become

birefringent, and the propagation constants of these two degenerate modes will become different. The

partitioning of the propagating optical signal into the two polarization modes not only depends on the

coupling condition from the source to the fiber but also on the energy coupling between the two modes

while propagating in the fiber, which is usually random. As a consequence, the polarization state of the

output optical signal is usually random, even after only a few meters of propagation length in the fiber;

the mode coupling and the output polarization state are very sensitive to external perturbations such as

temperature variation, mechanical stress change, and micro- and macro-bending.

It is also known that energy coupling between the two orthogonal polarization modes can be min-

imized if the difference between the propagation constants of these twomodes is large enough. This can

be accomplished by incorporating extra elements in the fiber cladding that apply asymmetric stress to

the fiber core. Due to the difference in the thermal expansion coefficients of various materials, the uni-

directional stress in the fiber core can be achieved from the manufacturing process when the fiber is

drawn from a preform. Depending on the shape of the stress-applying parts (SAPs), PM fibers can be

classified as “Panda” and “Bowtie,” as illustrated in Fig. 2.7.2. The bowtie structure is depicted in

which the SAPs are arranged in an arced manner around the fiber core; the Panda structure is named

based on its similarity to the face of a panda bear. In the direction of the SAPs, which is parallel to the

field of tension (horizontal in Fig. 2.7.2), the fiber core has a slightly higher refractive index so that this
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axis is also referred to as the slow axis because the horizontally polarized mode propagates slower

than the vertically polarized mode. The principle axis perpendicular to the slow axis is thus called

the fast axis.
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FIG. 2.7.2

Cross sections of polarization fibers: (A) Panda fiber and (B) Bowtie fiber. SAPs: stress-applying parts.
It is important to note that a PM fiber is simply a highly birefringent fiber, in which the coupling

between the two orthogonally polarized propagation modes is minimized. However, for a PM fiber to

maintain the polarization state of an optical signal, the polarization state of input optical signal has to be

aligned to either the slow or the fast axis of the PM fiber. Otherwise, both of the two degenerate modes

will be excited, although there is minimum energy coupling between them; their relative optical phases

will still be affected by the fiber perturbation, and the output polarization state will not be maintained

because of the vectorial summation of these two mode fields. To further explain, assume that the input

optical field is linearly polarized with an orientation angle θwith respect to the birefringence axis of the
PM fiber. The optical field E0 will be split into the two polarization modes such that Ex¼E0cosθ and

Ey¼E0 sinθ. At the output of the fiber, the composite optical field vector is

E
!¼E0e

�αL a
!
x cosθ + a

!
y sinθ � ejΔϕ

� �
, where a

!
xand a

!
y are the unit vectors, L is the fiber length, and

α is the attenuation parameter. Δϕ¼ (βx�βy)L with βx and βy the propagation constants of the two

modes. It is important to note that the differential phase Δϕ is very sensitive to external perturbations

of the fiber. When Δϕ varies, the polarization state of the output optical field E
!
also varies if θ 6¼0 (or

90°), as illustrated in Fig. 2.7.3. In this case, since the phase differenceΔϕ between the two mode fields

Ex and Ey are considered random, the variation of the output polarization orientation can be as high as

ΔΦ, as shown in Fig. 4.1.3.
FIG. 2.7.3

Illustration of the output field vector of a PM fiber when the input field polarization state is not aligned to the

principle axis of the fiber.
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Therefore, in an optical system, if a PM fiber is used, one has to be very careful in the alignment of

the signal polarization state at the fiber input. Otherwise the PM fiber could be even worse than a SSMF

in terms of the output polarization stability. Another issue regarding the use of PM fibers is the diffi-

culty of connecting and splicing. When connecting between two PM fibers, we must make sure that

their birefringence axes are perfectly aligned. Misalignment between the axes would cause the same

problem as the misalignment of input polarization state, as previously discussed. To provide the func-

tionality of precisely controlled axes rotation and alignment, a PM fiber splicer can be five times more

expensive than a conventional fiber splicer due to its complexity.

PCF, also known as photonic bandgap fiber, is an entirely new category of optical fibers because of

its different wave-guiding mechanisms. As shown in Fig. 2.7.4, a PCS fiber usually has large number of

air holes periodically distributed in its cross section; for that reason, it is also known as the “holey”

fiber. The guiding mechanism of PCF is based on the Bragg resonance effect in the transversal direction

of the fiber; therefore, the low-loss transmission window heavily depends on the bandgap structure

design.
(A) (B) (C)

FIG. 2.7.4

Cross-sectional view of photonic crystal fibers: (A) hollow-core PCF, (B) large core area PCF, and (C) highly

nonlinear PCF (Thorlabs: crystal fiber).
Fig. 2.7.4A shows the cross-section view of a hollow core PCF in which the optical signal is guided

by the air core. In contrast to the conventional optical wave-guiding mechanism where high refractive

index solid dielectric material is required for the core, the photonic bandgap structure in the cladding of

PCF acts as a virtual mirror that confines the propagating lightwave to the hollow core. In general, the

periodical photonic bandgaps structure of PCF is formed by the index contrast between silica and air by

incorporating the holes into a silica matrix. In most of the hollow core PCFs, more than 95% of the

optical power exists in the air; therefore, the interaction between signal optical power and the glass

material is very small. Because the nonlinearity of the air is approximately three orders or magnitude

lower than in the silica, hollow core PCF can have extremely low nonlinearity and can be used to de-

liver optical signals with very high optical power. In addition, because of the design flexibility of the

photonic bandgap structures, by varying the size and the pitch of the holes, zero dispersion can be

achieved at virtually any wavelength. One drawback for the hollow core PCF is its relatively narrow

transmission window, which is typically on the order of 200nm. This is the consequence of the very

strong resonance effect of the periodic structure that confines the signal energy in the hollow core.
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Another category of PCF as shown in Fig. 2.7.4B is referred to as large core area PCF. This type of
fiber has a solid silica core to guide the optical signal, whereas the periodic holes in the cladding are

used to facilitate optical wave guiding and help confine signal optical power in the core area. Generally,

SSMFwith a 10 μm core diameter has a cutoff wavelength at approximately 1100nm, below which the

fiber will have multiple propagation modes. Large core PCF, on the other hand, allows for single-mode

operation in a very wide wavelength window—for example, from 750 to 1700nm—while maintaining

a very large core area. Compared to hollow core PCF, large core area PCF has much wider low-loss

window. Although a large core area PCF has a lower nonlinear parameter than SSMF, its nonlinear

parameter is typically much higher than a hollow core PCF.

Highly nonlinear PCF, as shown in Fig. 2.7.4C, is a very useful fiber for optical signal processing

and has very small solid core cross section; therefore, the power density in the core is extremely high.

For example, for a highly nonlinear PCF with zero-dispersion wavelength at λ0¼710nm, the core di-

ameter is as small as 1.8μm and the nonlinear parameter is γ>100W�1 km�1, which is 40 times higher

than that of a SSMF. Highly nonlinear PCFs are usually used in nonlinear optical signal processing,

such as parametric amplification and supercontinuum generation.

PCFs are considered high-end fiber types that are usually expensive due to their complex fabrica-

tion processes. They are generally sold in meters instead of kilometers because relatively short PCF

fibers are enough for most of the applications for which PCFs are designed. They are also delicate

and difficult to handle; for example, surface treatment, termination, connection, and fusion splicing

are not straightforward because of the existence of air holes in the fiber.

Plastic optical fiber (POF) is a low-cost type of optical fiber that is also easy to handle. The core

material of POF is typically made of polymethyl methacrylate (PMMA), which is a general-purpose

resin, whereas the cladding is usually made of fluorinated polymer, which has a lower refractive index

than the core. The cross-section design of POF is more flexible than silica fibers and various core sizes

and core/cladding ratio can be easily obtained. For example, in a large-diameter POF, 95% of the cross

section is the core that allows the transmission of light. The fabrication of POF does not need an ex-

pensive MOCVD process, which is usually required for the fabrication of silica-based optical fibers;

this is one of the reasons for the low cost of the POFs. Although silica-based fiber is widely used for

telecommunications, POF has foundmore andmore applications due to its low cost and high flexibility.

The cost associated with POF connection and installation costs is also low, which are especially suit-

able for fiber to the home application. On the other hand, POFs have transmission losses on the order of

0.25dB/m, which is almost three orders of magnitude higher than silica fibers. This excluded POFs

from being used in long-distance optical transmission. In addition, the majority of POFs are multimode,

and therefore, they are often used in low-speed, short-distance applications such as fiber-to-the-home

networks, optical interconnections, networks inside automobile, and flexible illumination and

instrumentation.
2.8 SUMMARY
In this chapter, we have discussed basic concept of wave propagation in an optical waveguide. Based on

the free-space Fresnel refraction and refraction on a dielectric interface, we have introduced the con-

cepts of total internal reflection, optical phase shift upon reflection, as well as evanescent wave pen-

etrating into the waveguide cladding. Then, based on the roundtrip phase matching conditions in the
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transversal direction of the waveguide and the standing wave principle, we have explained the physical

meaning and the definition of propagation modes in an optical waveguide. Although geometric ray

tracing in free space is simple and intuitive in explaining the basic concept, precise mode field analysis

in an optical fiber has to be accomplished based on the solutions of Maxwell equations in a cylindrical

coordinate with appropriate boundary conditions. In addition to mode-field distributions, several sim-

ple, but very important, parameters are resulted from this electromagnetic analysis include mode cut-

off conditions, V-number, single-mode condition, cut-off wavelength, numerical aperture, and propa-

gation constant of each mode.

Silica-based optical fiber has low loss windows around 1320 and 1550nm. The typical fiber losses

in these two wavelength windows are approximately 0.5 and 0.25dB/km, respectively. With advances

in material science and fabrication techniques, the ultimate fiber loss is eventually limited by the Ray-

leigh scatter. As a common practice of engineering, propagation loss in an optical fiber is defined in

[dB/km], which allows straightforward estimation of signal optical power along the fiber with the

knowledge of the signal power in [dBm] at the fiber input. On the other hand, when complex optical

field expression, for example, in Eq. (2.4.3), is needed in the calculation, the attenuation parameter α
needs to be expressed in [Neper/m]. A conversion factor between [dB/km] and [Neper/m] is

4.343�103.

Dispersion is an effect of differential delay. For a MMF, if a signal optical pulse is carried by mul-

tiple propagation modes with each mode propagating in a different speed, the narrow pulse at the fiber

input would be converted into a broader pulse, or even multiple pulses, at the fiber output. This is the

effect of modal dispersion. In addition, even within a single mode, different frequency components of

the optical signal may propagate in different speeds, and thus a short optical pulse at the fiber input can

also be converted into a broader pulse at the fiber output due to chromatic dispersion. Usually for a

MMF, the differential delay caused modal dispersion can be several orders of magnitude bigger than

that of chromatic dispersion within each mode. For a SMF, chromatic dispersion is the dominate mech-

anism and the differential delay is directly proportional to the spectral width of the optical signal. Note

that even for a SMF, two degenerate modes exist with mutually orthogonal states of polarizations. Dif-

ferential propagation delay between these two polarization modes is known as the polarization mode

dispersion (PMD). PMD, originated from the birefringence and the noncircular core of the fiber, is

usually random and easily perturbed by environmental conditions, and often specified by a statistical

Maxwellian distribution.

We have also discussed various nonlinear effects in an optical fiber, their origins, and their impacts

in optical transmission systems. Kerr-effect nonlinearity, caused by the power-dependent refractive

index in the fiber, is responsible for various nonlinear effects such as SPM, XPM, and FWM, which

have been seen to cause performance degradation in fiber-optic systems. Especially in multiwavelength

optical networks, cross talk caused by XPM and FWM can be quite significant when the signal optical

power is high. Nonlinear scattering, including SBS and SRS, can cause optical signal energy shift from

short wavelength to longer wavelength components. For a transmission system with only a single

wavelength, nonlinear scattering causes a nonlinear loss of optical signal power, while for a fiber sys-

tem carrying multiple wavelengths, nonlinear cross talk can introduce a nonlinear cross talk. Although

nonlinear effects are limiting factors for the maximum optical power level than can be used in the fiber

system, they can also be utilized to perform nonlinear optic signal processing. One such example is

nonlinear pulse compression through SPM which is the basic mechanism to create optical soliton. An-

other example is to introduce stimulated Raman amplification, in which a strong optical pump at a short
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wavelength transfers its energy to an optical signal at a longer wavelength through the SRS process,

which will be further discussed in Chapter 5.

In the last section of this chapter, we have presented different types of optical fibers. In addition to

SSMF and standard multimode fiber (SMMF), which are most commonly used in optical communi-

cation systems, there are various other fiber types which are often referred to as specialty fibers.

DSF was an early effort to reduce the chromatic dispersion in a SMF by shifting the zero-dispersion

wavelength to the communication window around 1550nm. DSF was then found to be susceptible to

nonlinear cross talk in multiwavelength systems due to FWM because of the slow walk-off between

different wavelength channels. Then, other types of DSFs were designed by changing the zero-

dispersion wavelength away from the communications wavelength window tomake trade-offs between

chromatic dispersion and nonlinear cross talk. Dispersion compensation fiber with large normal dis-

persion value in the 1550-nm wavelength window was developed to compensate the accumulated

anomalous dispersion in optical systems with SSMF. LEAF is another transmission fiber developed

to reduce the power density in the fiber core so that the nonlinear effect can be reduced. Other specialty

fibers such as PM fiber and PCF are usually used in special circumstances with relatively short lengths.

With the advances in material science, the maturity of fiber fabrication techniques, and the emer-

gence of new applications, new materials and fiber types will be developed in the future. Good under-

standing of fundamental physics, wave guiding mechanics, and key parameters will be essential in the

design of optical fibers, as well as the design and performance estimation of fiber-optic systems and

networks.
PROBLEMS
1. Consider a plane wave with a relative phase difference δ¼π/3 between the Ex and Ey components. If

the magnitude of the x-component is twice as large as the y-component (E0x¼2E0y), and assume

E0y¼1, please find the orientation angle ϕ of this polarization ellipse, and find the lengths of the

long axis and the short axis of the ellipse.

2. Consider the air/water interface shown in the following figure.
FIG.

Figu
(a) A collimated light beam launches from the air to the water at an angle θ¼π/6 with respect to the
surface normal as shown in Fig. P2.2A, where ha¼1.5m and hb¼1m. The refractive index of

air is n0¼1, and assume the refractive index of water is n1¼1.3.
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Please find the distance x1 ¼?

In order to eliminate reflection from the water surface, what should be the angle θ, and in

which direction the light should be polarized?
(b) If the light is launched from the bottom of the water tank as shown in Fig. P2.2B, and the

incidence angle is still θ¼π/6, please find the distance x2 ¼?.
What is the angle θ to achieve total reflection on the water/air surface?
3. A light beam is launched to a thin semiconductor film with a thickness of d¼2μm. The refractive

index of air is n0¼1, and assume the semiconductor film has no loss and its refractive index is

n1¼3.5. The wavelength of the light is λ¼633nm which is parallel polarized on the plane of the

paper, and the incidence angle is θ¼45°.

Please find the relative amplitude jE1 j/jE2 j and the phase difference [Phase(E1)�Phase(E2)] of

the two reflected beams at the reference plane (Fig. P2.3).
n0

d 

Reference plane
E1 E2

n1

q

r problem 3.
4. A light beam with λ¼0.63μm travels inside a slab optical waveguide by bouncing back and forth

between the two interfaces. The refractive index of the waveguide is n1¼1.5, and the thickness is

d¼3μm. Assume the lightwave is vertically polarized (E field goes into the paper) with respect to

the incidence plane. For the incidence angle θ¼60°, what is the optical phase shift after each

roundtrip? What is the evanescent field penetration depth near the glass/air interface? (Fig. P2.4).
n0

d n1

n0

q

r problem 4.
5. A step-index optical fiber has the core refractive index n1¼1.50 and the cladding refractive index

n2¼1.497. The core diameter of the fiber is d¼8μm.

(a) What is the numerical aperture of this fiber?
(b) What is the cut-off wavelength λc of this fiber? (The fiber operates in single mode when the

operation wavelength satisfies λ>λc)
(c) To carry a blue light at 0.4μmwavelength, approximately howmanymodes exist in this fiber?
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6. For a single-mode step-index fiber, the core index n1¼1.49 and the cladding index n2¼1.487, and

the core radius is a¼4.5μm.
(a) Please find the wavelength at which V¼2.

(b) According to Fig. 2.3.5, for V¼2, the normalized propagation constant is approximately

b�0.4. Please find the longitudinal propagation constant of the fundamental mode βz at this
b-value, and compare this βz-value with free-space β -value corresponding to the refractive

index of the core.

(c) Approximately how far away from the core/cladding interface the field amplitude is reduced

to 1% compared to its value at core/cladding interface?
7. Again based on Fig. 2.3.5, for V¼3, the b-values of LP01 and LP11 modes are 0.7 and 0.16,

respectively. Assume the step-index fiber the core index n1¼1.49 and the cladding index

n2¼1.487, and the core radius is a¼4.5μm. What is the propagation constant, βz, difference
between LP01 and LP11modes? For a fiber length of L¼10km, what is the arrival time difference

between these two modes?

8. For a standard SMF, the core index is n1¼1.47, the normalized index difference is Δ¼0.35%, and

the core diameter is d¼8μm. Please use Eq. (2.3.43) to find MFD 2W0 at 1310 and 1550nm

wavelengths. Please explain why the MFD is smaller at 1310nm wavelength than that at 1550nm

wavelength.

9. Optical field propagating along an optical fiber can be expressed as E(z, t)¼E0exp[� j(ωt�βz)] �
exp(�α)z, where α¼1.15�10�4m�1.
1. What is the power attenuation parameter in dB/km?

2. If the fiber length is 30km and the input optical power is 10dBm, what is the optical power at

the fiber output?
10. A fiber-optic system consists of three fibers with lengths L1¼10km, L2¼20km, and L3¼30km,

and loss parameters α1¼0.5dB/km, α2¼0.25dB/km, and α3¼0.2dB/km, respectively. These

three fibers are spliced together to form a 60-km optical link. Neglect the splicing loss between

fibers, what is the total loss of this fiber link? If the input optical power is 4mW, what is the output

optical power in mW?

11. Chromatic dispersion can be represented by a frequency-dependent propagation constant β(ω).
Suppose the propagation constant of a SMF is β(ω)¼Aω0+B(ω�ω0)+C(ω�ω0)

2, where

ω0¼1.216�1015 Hz (corresponding to λ¼1550 nm wavelength).
(a) If at the optical frequency ω0, the fiber has a group velocity vg¼2�108 m/s and a chromatic

dispersion parameter D¼15 ps/(nm�km), please find the values of B and C in the β(ω)
expression.

(b) Assume an optical pulse is simultaneously carried by two wavelengths separated by 3nm in

the 1550-nmwavelength window. After 20km transmission through this fiber, approximately

what is the pulse separation in the time domain caused by the chromatic dispersion?
12. In a SMF system the light source has two discrete wavelength components with the same power

but separated by 1.2nm. The fiber dispersion parameter in the laser diode wavelength range is

D¼17 ps/(nm�km).
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The light source is amplitude modulated by a sinusoid so that the total optical power can be expressed

as Popt(t)¼P0(1+cos(2πft)) [note: power carried by each wavelength component is P1(t)¼P2(t)¼
0.5P0(1+cos(2πft)) at the fiber input]. After transmitting for a certain distance along the fiber, the am-

plitude modulation on the total optical power may disappear, this is commonly referred to as “carrier

fading.”

(a) Explain the physical reason why this carrier fading may occur?

(b) If the modulation frequency is f¼10GHz, find the fiber length at which carrier fading happens?

(c) If P0¼4mW, fiber loss coefficient is α¼0.5dB/km, and the fiber length is 50km, what is the

average optical power at the fiber output? Does this power change with the modulation frequency?

13. Sellmeier Eq. (2.5.22) may be linearized as D(λ)¼S0(λ�λ0) for simplicity. A SMF has zero-

dispersion wavelength λ0¼1310nm and the dispersion slop S0¼0.092ps/(nm2km) near the zero-

dispersion wavelength.
(a) Please find the chromatic dispersion parameters D in [ps/(nm-km)] and β2 in [ps2/km] at
λ¼1550nm using Sellmeier equation and the linearized version.

(b) Calculate group delay difference between 1310 and 1550nm wavelengths using Sellmeier

equation.
14. Reconsider problem 7 (step-index fiber with core index n1¼1.49, and cladding index n2¼1.487),

but using geometric ray trace technique (Eq. 2.5.27) to calculate the maximum modal dispersion.

Discuss why the result calculated from ray trace equation is higher than that from Fig. 2.3.5.

Which one is more accurate?

15. (a) PMD of a standard SMF is specified by its mean unit-length differential group delayDGDmean.

For DGDmean ¼ 0:06 ps=
ffiffiffiffiffiffiffi
km

p
, what is the average differential delay Δτg after 1000km of fiber?
(b) A polarization-maintaining (PM) fiber is highly birefringent, and its birefringence is

specified by the beat length. For a PM fiber with 5mm beat length at 1550nm wavelength, what is

the differential index jnx�ny j?

16. SMF has loss parameter αdB¼0.23dB/km at 1550nm wavelength. Based on Eq. (2.6.14), please

plot the nonlinear effective length Leff, as the function of the actual fiber length L from 1 to 100km.

Discuss at what fiber length the simplified formula, Leff�1/α has less than 10% error.

17. A DSF has the effective cross-section area Aeff¼52μm2, a nonlinear index n2¼2.2�10�20 m2/

W, and a loss parameter αdB¼0.23dB/km at 1550nm wavelength. If the fiber length is 5km and

the optical signal is continuous wave (CW), what is the optical power P required at the fiber input
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to produce nonlinear phase shift ofΦNL¼1 rad?What are the powers required if the fiber length is

100 and 500km (to produce ΦNL¼1 rad)?

18. A trapezoid-shaped optical pulse shown in the following figure is injected into an optical fiber

with the peak power P0¼300mW, pulse width T0¼1ns, and equal length of leading edge and

trailing edge of 0.1ns (tL¼ tT¼0.1ns). A SSMF is used with Aeff¼80μm2, a nonlinear index

n2¼2.2�10�20 m2/W, and a loss parameter αdB¼0.23dB/km at 1550nm wavelength. The fiber

length is 80km.
t 

P0

tL tTT0

FIG. P2.18

Figure for problem 18.
(a) Draw and label the waveforms of nonlinear phase shift,ΦNL(t), and optical frequency shift δf(t) at
the fiber output

(b) If the fiber chromatic dispersion is 16ps/(nm-km), please estimate the arrival time difference

between the pulse leading edge and the trailing edge. (To simplify the problem, only consider the

dispersion effect on the nonlinear frequency shifted leading edge and the trailing edge. Also,

consider the nonlinear effect only happens from fiber input to Leff, and dispersion has the effect

only from Leff to the end of fiber.) Which edge of the pulse travels faster?

19. Consider three discrete frequency components ωj, ωk, and ωl. The frequency differences

δωjk¼ (ωj�ωk), and δωkl¼ (ωk�ωj) are not equal. How many FWM components can be created

by them? Within which how many are degenerated FWM components?

20. When the fiber length is much longer than the effective length (L≫Leff), normalized FWM

efficiency ηFWM is only related to fiber loss, dispersion, and channel spacing. Consider a

degenerate FWM caused by two frequency components in the 1550-nm wavelength window

separated by 25GHz, and assume the fiber loss is αdB¼0.2dB/km. Plot FWM efficiency

normalized FWM efficiency ηFWM as the function of dispersion parameterD [from 0 to 20ps/(nm-

km)]. At which dispersion value, ηFWM is 1%?
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INTRODUCTION
In an optical communication system, information is carried by photons and thus optical source is

an indispensible part which has important impact in both the cost and the performance of the sys-

tem. Although there are various types of optical sources, semiconductor-based devices such as
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light-emitting diodes (LEDs) and laser diodes (LDs) are most often used in fiber-optic systems

because of their miniature size and high-power efficiency and superior reliability. Semiconductor

LD and LED are based on the forward-biased PN junctions, and their output optical powers are

proportional to the injection electric currents. Thus, optical power emitted from a LED or a LD

can be electrically modulated through carrier injection with the speed primarily determined by

the carrier lifetime, which is commonly referred to as direct modulation. As semiconductor mate-

rials have energy bands instead of discrete energy levels as in the case of gases, carrier transition

between these energy bands allows photon emission in a relatively wide wavelength window. Thus,

semiconductor-based light-emitting sources are uniquely suited to support wavelength division

multiplexing (WDM) in fiber-optic systems to make efficient use of the wide bandwidth of the

fiber. On the flip side, the broadband nature of semiconductor material also makes it difficult

to achieve single-frequency operation. An LED light source with a broad spectral width suffers

from chromatic dispersion when used in a fiber system, and thus it is limited to applications in

short-distance optical systems. In addition, since an LED is based on the spontaneous emission

which propagates in all directions filling an entire 4π Euler spatial angle, the external efficiency

cannot be high because total internal reflection traps a large portion of optical power inside the

device. In comparison, a LD is based on the stimulated emission which produces coherent light-

wave in a selected propagation direction. Thus, total internal reflection is avoided and the external

efficiency of a LD can be much higher than an LED.

To ensure single longitudinal mode operation in a LD with narrow spectral linewidth, special pho-

tonic structures such as distributed feedback (DFB), distributed Bragg reflector (DBR), or external

cavity have to be used. In addition, because the refractive index of the semiconductor material inside

the laser cavity is a function of the carrier density, the fluctuation of carrier density caused by spon-

taneous emission not only introduces the change of the optical power, but also changes the signal

optical frequency through the change of the cavity resonance condition. Thus, the spectral linewidth

of a diode laser is typically an order of magnitude broader than that predicted by the classic

Schawlow-Townes formula (Schawlow and Townes, 1958). This carrier-dependent refractive index

also introduces signal optical phase modulation when the injection current is directly modulated,

known as the frequency chirp, which can significantly broaden the signal spectral linewidth, and thus

external optical modulation has to be used in long-distance fiber-optic systems which will be further

discussed in Chapter 7.

The performance of a diode laser can be modeled by a set of rate equations describing the inter-

action between the carrier density and the photon density inside the laser cavity. Rate equation analysis

can help understand the impact of various physical parameters on the static and dynamic properties of

laser emission.

Historically, the evolution of communication wavelengths from 850 to 1310nm and then to

1550nm were largely dictated by the availability of laser sources. Advances in semiconductor

material growth and bandgap engineering and innovative nano-fabrication techniques have tre-

mendous impacts in the laser design, performance improvement, cost reduction, as well as their

functionality enhancement for applications in optical systems and networks. One such example

is the availability of miniaturized narrow linewidth diode laser modules, which brought coherent

optical communication into mainstream in the industry with commercial success. Another example

is the vertical-cavity surface-emitting laser (VCSEL) array which can be made low cost and high
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performance, enabling massive parallel optical interconnections in datacenters and short-distance

fiber-optic systems.

The last section of this chapter discusses LED and LD biasing and packing. Both LED and LD have

an exponential current-voltage relation, similar to a conventional junction diode, and the output optical

power is linearly proportional to the injection current. Constant current sources, instead of voltage

sources, have to be used in the biasing circuits to avoid devices damaging due to over-driving.
3.1 PROPERTIES OF SEMICONDUCTOR MATERIALS FOR LIGHT SOURCES
3.1.1 PN JUNCTION AND ENERGY DIAGRAM
In a doped semiconductor, the Fermi level EF depends on the doping density as

EF ¼EFi + kT ln n=nið Þ (3.1.1)

where k is the Boltzmann’s constant, T is the absolute temperature, n is the electron density, EFi is the

intrinsic Fermi level, and ni is the intrinsic electron density. Eq. (3.1.1) can also be expressed as the

function of the hole density p and the intrinsic hole density pi as EF¼EFi�kT ln(p/pi). This is because
under thermal equilibrium, the product of electron and hole densities is a constant, np¼ni

2, and the in-

trinsic electron and hole densities are always equal, ni¼pi. As intrinsic electron (hole) density is usually
low at room temperature, carrier density of a typical doped semiconductor is determined by the doping

densities, such that n�Nd, for n-type doping and p�Na for p-type doping, where Nd andNa are electron

and hole doping densities, respectively. As the result, the Fermi level of a doped semiconductor

is largely determined by doping condition, that is, EF¼EFi+kT ln(Nd/ni), or EF¼EFi�kT ln(Na/pi).
As illustrated in Fig. 3.1.1A, the Fermi level is closer to the conduction band in an n-type semiconductor

because Nd≫ni, and it is closer to the valence band in a p-type semiconductor because Na≫pi.
A pn junction is formed when the n- and p-type semiconductors have intimate contact. Under ther-

mal equilibrium, the Fermi level will be unified across the pn junction structure as shown in Fig. 3.1.1B.

This happens because high-energy free electrons diffuse from n- to p-side and low-energy holes diffuse
in the opposite direction; as a result, the energy level of the p-type side is increased compared to that in

the n-type side. Meanwhile, because free electrons migrate from n- to p-type-side, uncovered protons

left over at the edge of the n-type semiconductor create a positively charged layer on the n-type side.
Similarly, a negatively charged layer is created at the edge of the p-type semiconductor due to the loss

of holes. Thus, built-in electrical field and hence a potential barrier is created at the pn junction, which
pulls the diffused free electrons back to the n-type side and holes back to the p-type-side, a process

commonly referred to as carrier drift. Because of this built-in electrical field, neither free electrons

nor holes exist at the junction region, and therefore, this region is called the depletion region or

space-charged region. Without an external bias, there is no net carrier flow across the pn junction

due to the exact balance between carrier diffusion and carrier drift. The built-in electrical potential

barrier across the pn junction is related to the electron doping density Nd on the n-type side and hole

doping density Na on the p-type side, and can be expressed as

ΔVpn ¼ kT

q
ln

Nd

ni

� �
+ ln

Na

pi

� �� �
¼ kT

q
ln

NdNa

n2i

� �
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where q is the electron charge.

When the pn-junction is forward biased as illustrated in Fig. 3.1.1C, excess electrons and holes are
injected into the n- and p-type sections, respectively. This carrier injection reduces the built-in potential
barrier so that the balance between the electron drift and diffusion is broken. The external biasing

source pushes excess electrons and holes to diffuse across the junction area. In this process, excess

electrons and holes recombine inside the depletion region to generate photons. The recombination

can be nonradiative which turns the energy difference between the participating electron and the hole

into heat. It can also be radiative, in such a case a photon is created and the photon energy is equal to the
energy of the bandgap, which will be discussed in the next section.
(A)

(B)

(C)

FIG. 3.1.1

(A) Band diagram of separate n- and p-type semiconductors, (B) energy diagram of a pn junction under

equilibrium, and (C) band diagram of a pn junction with forward bias.
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3.1.2 DIRECT AND INDIRECT SEMICONDUCTORS
One important rule of radiative recombination process is that both energy and momentummust be con-

served. Depending on the shape of their band structure, semiconductor materials can be generally clas-

sified as having direct bandgap or indirect bandgap, as illustrated in Fig. 3.1.2, where E is the energy

and k is the momentum.
(A) (B)

FIG. 3.1.2

Illustration of direct bandgap (A) and indirect bandgap (B) of semiconductor materials.
For direct semiconductors, holes at the top of the valence band have the same momentum as the

electrons at the bottom of the conduction band. In this case, electrons directly recombine with the holes

to emit photons, and the photon energy is equal to the bandgap,

hv¼ hc

λ
¼Eg (3.1.2)

where h is the Planck’s constant, Eg is the bandgap of the semiconductor material,v¼c/λ is the optical
frequency, c is the speed of light, and λ is the optical wavelength. Examples of direct bandgap semi-

conductor materials include GaAs, InAS, InP, AlGaAs, and InGaAsP. The desired bandgap can be

obtained through compositional design of the material, as well as structural engineering in the nano-

meter scales such as quantum well and quantum dots.

For indirect semiconductors, on the other hand, holes at the top of the valence band and electrons at

the bottom of the conduction band have different momentum. Any recombination between electrons in

the conduction band and holes in the valence band would require significant momentum change. Al-

though a photon can have considerable energy hv, its momentum hv/c is much smaller, which cannot

compensate for the momentum mismatch between the electrons and holes. Therefore, radiative recom-

bination is considered impossible in indirect semiconductor materials unless a third particle (e.g., a

phonon created by crystal lattice vibration) is involved and provides the required momentum. Silicon

is a typical indirect bandgap semiconductor material, and therefore, it cannot be directly used to make

light-emitting devices.
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3.1.3 SPONTANEOUS EMISSION AND STIMULATED EMISSION
As discussed, radiative recombination between electrons and holes creates photons, but this is a random

process. The energy is conserved in this process, which determines the frequency of the emitted photon

as v¼ΔE/h, where ΔE is the energy gap between the conduction band electron and the valence band

hole that participated in the process. h is the Planck’s constant. However, the phase of the emitted light-

wave is not predictable. Indeed, since semiconductors are solids, carriers are not on discrete energy

levels; instead they are continuously distributed within energy bands following the Fermi-Dirac dis-

tribution, as illustrated in Fig. 3.1.3. Although the nominal value ofΔE is in the vicinity of the material

bandgap Eg, its distribution depends on the width of the associated energy bands and the Fermi-Dirac

distribution of carriers within these bands.
(A) (B)

FIG. 3.1.3

Illustration of an energy band in semiconductors and the impact on the spectral width of radiative recombination.

(A) Energy distributions of electrons and holes. (B) Probability distribution of the frequency of emitted photons.
Fig. 3.1.3A shows that different electron-hole pairs may be separated by different energy gaps and

ΔEimight not be equal toΔEj. Recombination of different electron-hole pairs will produce emission at

different wavelengths. The spectral width of the emission is determined by the statistical energy dis-

tribution of the carriers, as illustrated in Fig. 3.1.3B.

Spontaneous emission is created by the spontaneous recombination of electron-hole pairs. The pho-

ton generated from each recombination event is independent, although statistically the emission fre-

quency falls into the spectrum shown in Fig. 3.1.3B. The frequencies, phases, and direction of

propagation of the emitted photons are not correlated. This is illustrated in Fig. 3.1.4A.

Stimulated emission, on the other hand, is created by stimulated recombination of electron-hole

pairs. In this case, the recombination is induced by an incoming photon, as shown in Fig. 3.1.4B. Both

the frequency and the phase of the emitted photon are identical to those of the incoming photon. There-

fore, photons generated by the stimulated emission process are coherent, which results in narrow spec-

tral linewidth. It is also important to know that when carriers at a certain energy level are depleted due

to stimulated recombination, carriers at other energy levels will quickly come in to fill the gap through

thermally induced relaxation, and thus carrier distribution as the function of energy level within the

band will not change. As a consequence, carrier depletion at one particular energy level will result

in the carrier density reduction of all energy levels within the same band. This is commonly referred

to as homogeneous broadening. In contrast, inhomogeneous broadening may happen with some ma-

terials such as gases in which carrier depletion at an energy level cannot be filled by carriers from other
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energy levels. This inhomogeneous broadening may result in a phenomenon called spectral hole burn-

ing, which means that the material gain can be reduced at a certain frequency due to the strong emission

at that frequency.
(A) (B)

FIG. 3.1.4

Illustration of spontaneous emission (A) and stimulated emission (B).
3.1.4 CARRIER CONFINEMENT
In addition to the requirement of using direct bandgap semiconductor material, another important re-

quirement for LEDs is the carrier confinement. In early LEDs, materials with the same bandgap were

used at both sides of the pn junction, as shown in Fig. 3.1.1. This is referred to as homojunction. In this
case, carrier recombination happens over the entire depletion region with the width of 1–10μmdepend-

ing on the diffusion lengths of the electrons and the holes. This wide depletion region makes it difficult

to achieve high spatial concentration of carriers. To overcome this problem, double heterojunction was

introduced in which a thin layer of semiconductor material with a slightly narrower bandgap is sand-

wiched in the middle of the junction region between the p- and n-type sections. This concept is illus-
trated in Fig. 3.1.5, where Eg’<Eg.
FIG. 3.1.5

Illustration of semiconductor double heterostructure.
In this structure, the thin layer with slightly smaller bandgap than other regions attracts the concen-

tration of carriers when the junction is forward biased; therefore, this layer is referred to as the active
region of the device. The carrier confinement is a result of bandgap discontinuity. The width,W, of the

low bandgap layer can be precisely controlled in the layer deposition process which is typically on the

order of�0.1μm. This is several orders of magnitude thinner than the depletion region of a homojunc-

tion; therefore, very high levels of carrier concentration can be realized at a certain injection current.
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In addition to providing carrier confinement, another advantage of double heterostructure is the

ability of providing efficient photon confinement which is essential for initiating stimulated emission.

By using a material with slightly higher refractive index for the sandwich layer, a dielectric waveguide

is formed. This dielectric optical waveguide provides a mechanism to maintain spatial confinement of

photons within the active layer, and therefore, very high photon density can be achieved.
3.2 LIGHT-EMITTING DIODES
Light emission in an LED is based on the spontaneous emission of a forward-biased semiconductor pn
junction. The basic structures are shown in Fig. 3.2.1 for surface- and edge-emitting LEDs.
Heterostructure
layers Metal contact 

Substrate 

SiO
2

SiO
2

Metal contact

Emission 

Metal contact

SiO
2
 isolation SiO

2
 isolation

Active region

Metal contact Metal contact

Substrate Substrate

Light emission
window

(A)

(B)

FIG. 3.2.1

Illustration of surface emission (A) and edge emission (B) LEDs.
For surface-emitting diodes, light emits in the perpendicular direction of the active layer.

The brightness of the active area is usually uniform and the emission angle is isotopic, which is com-

monly referred to as Lambertian. In such a case, optical power emission patterns can be described by

P(θ)¼P0cosθ, where θ is the angle between the emitting direction and the surface normal of the

emitter, and P0 is the optical power viewed from the direction of surface normal. By properly designing

the shape of the bottom metal contact, the active emitting area can be made circular to maximize the

coupling efficiency to an optical fiber.
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For edge-emitting diodes, on the other hand, light emits in a direction parallel to the plane of the

active layer. In this case, a waveguiding mechanism is usually required in the design, where the active

layer has slightly higher refractive index than the surrounding layers, so that a higher power density in

the active layer can be achieved. Compared to surface-emitting diodes, the emitting area of edge-

emitting diodes is usually much smaller and asymmetric, which is determined by the width and thick-

ness of the active layer, or the cross section of the waveguide.
3.2.1 P� I CURVE
For an LED, the emitting optical power Popt is linearly proportional to the injected electrical current, as

shown in Fig. 3.2.2. This is commonly referred to as the P� I curve. In the idea case, the recombination

of each electron-hole generates a photon. If we define the power efficiency dPopt/dI as the ratio between
the emitting optical power P and the injected electrical current I, we have

dPopt

dI
¼ hv

q
¼ hc

λq
(3.2.1)

where q is the electron charge, h is the Plank’s constant, c is the speed of light, v is the optical frequency,
and λ is the wavelength. In a practical light-emitting device, not all recombination events are radiative,

and some of them do produce photons, and thus, an internal quantum efficiency can be defined as

ηq ¼
Rr

Rr +Rnr
(3.2.2)

where Rr and Rnr are the rates of radiative and nonradiative recombinations, respectively. A higher

recombination rate is equivalent to a shorter carrier lifetime and thus the radiative and nonradiative

carrier times are defined as τr¼1/Rr and τnr¼1/Rnr, respectively, and the overall carrier lifetime is

τ¼ (1/τr+1/τnr)
�1. Another factor that reduces the slope of the P� I curve is that not all the photons

generated through radiative recombination are able to exit the active layer. Various effects contribute to

this efficiency reduction, such as internal material absorption, and total interface reflection at certain

regions of emission angle. This is characterized as an external efficiency defined by

ηext ¼
Remit

Rr
(3.2.3)

where Remit is the rate of the generated photons that actually exit the LED.
FIG. 3.2.2

LED emitting power is linearly proportional to the injection current.
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Considering both internal quantum efficiency and external efficiency, the slope of the P� I curve
should be

dPopt=dI¼ ηqηext
hc

λq
(3.2.4)

Because of the linear relationship between optical power and the injection current, the emitted optical

power of an LED is

Popt ¼ ηqηext
hc

λq
I (3.2.5)

In general, the internal quantum efficiency of an LED can be on the order of 70%. However, since an

LED is based on the spontaneous emission and the photon emission is isotropic, its external efficiency

is usually less than 5%. As a rule of thumb, for ηq¼75%, ηext¼2%, and a wavelength of λ¼1550nm,

the output optical power efficiency is approximately 12μW/mA.
EXAMPLE 3.1
For a surface-emitting LED shown in Fig. 3.2.3, what is the probability of a spontaneously generated photon inside the

active layer to escape into the air above the LED? Assume the n1¼3.5, n2¼3.45, and n0¼1.
FIG. 3.2.3

Illustration of LED external efficiency reduction due to total internal reflection.
Solution
Spontaneous emission has random emission angle which fills 4π. Total internal reflection between active layer and air is

θ¼ sin�1(n0/n1)¼0.29rad.¼16.6∘.

The probability of escaping is η¼ 2π 1�cosθ1ð Þ
4π ¼ 0:0418

2
¼ 0:029¼ 2:9%

Note that the critical angle on the n1/n2 interface is much larger than that between n1 and n0. Thus no reflection from

n1/n2 interface can turn back to escape through n1/n0 interface.

This example indicates that the external efficiency of an LED is usually very small, mainly because of the random

emission angle of spontaneous emission and a relatively narrow escape angle due to total internal reflection of the

active layer.
3.2.2 MODULATION DYNAMICS
Within the active layer of an LED, the increase of carrier population is proportional to the rate of ex-

ternal carrier injection minus the rate of carrier recombination. Therefore, the rate equation of carrier

population Nt is

dNt tð Þ
dt

¼ I tð Þ
q

�Nt tð Þ
τ

(3.2.6)
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where τ is referred to as carrier lifetime. In general, τ is a function of carrier density, and the rate equa-
tion does not have a closed-form solution. To simplify, if we assume τ is a constant, Eq. (3.2.6) can be
easily solved in the frequency domain as

eNt ωð Þ¼
eI ωð Þτ=q
1 + jωτ

(3.2.7)

where eNt ωð Þ and eI ωð Þ are the Fourier transforms ofNt(t) and I(t), respectively. Eq. (3.2.7) demonstrates

that carrier population can be modulated through injection current modulation, and the 3-dB modula-

tion bandwidth is B3dB¼1/τ. Because the photons are created by radiative carrier recombination, and

the optical power is proportional to the carrier population, and thus the modulation bandwidth of the

optical power also has the bandwidth of 1/τ.

Popt ωð Þ¼ Popt 0ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + ωτð Þ2

q (3.2.8)

where Popt(0) is the optical power at DC. Typical carrier lifetime of an LED is in the order of nano-

seconds and therefore, the modulation bandwidth is in the 100MHz–1GHz level, depending on the

structure of the LED.

It is worth noting that since the optical power is proportional to the injection current, the modulation

bandwidth can be defined as either electrical or optical. Here comes a practical question: to fully sup-

port an LED with an optical bandwidth of Bopt, what electrical bandwidth Bele is required for the driver

circuit? Since optical power is proportional to the electrical current,Popt(ω)∝ I(ω), and the driver elec-
trical power is proportional to the square of the injection current, Pele(ω)∝ I2(ω), therefore, driver elec-
trical power is proportional to the square of the LED optical power Pele(ω)∝Popt

2 (ω), that is,

Pele ωð Þ
Pele 0ð Þ ¼

P2
opt ωð Þ

P2
opt 0ð Þ (3.2.9)

If at a frequency the optical power is reduced by 3dB compared to its DC value, the driver electrical

power is supposed to be reduced by only 1.5dB at that frequency. That is, 3dB electrical bandwidth is

equivalent to 6dB optical bandwidth.
EXAMPLE 3.2
Consider an LED emitting at λ¼1550nm wavelength window. The internal quantum efficiency is 70%, the external ef-

ficiency is 2%, the carrier lifetime is τ¼20ns, and the injection current is 20mA. Find:

(a) the output optical power of the LED, (b) the 3dB optical bandwidth, and (c) the required driver electrical bandwidth

Solution
(a) Output optical power is

Popt ¼ ηqηext
hc

λq
I¼ 0:7�0:02�6:63�10�34�3�108�20�10�3

1550�10�9�1:6�10�19
¼ 0:225mW

(b) To find the 3dB optical bandwidth, we use

Popt ωð Þ¼ Popt 0ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 +ω2τ2

p

at ω¼ω3dB,opt,
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 +ω2
3dB,optτ

2
p ¼ 1

2
, that is, ω3dB,opt

2 τ2¼3.
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Therefore, the angular frequency of optical bandwidth is ω3dB,opt ¼
ffiffiffi
3

p
=τ¼ 86:6 Mrad=s, which corresponds to a cir-

cular frequency f3dB,opt ¼
ffiffiffi
3

p
= 2πτð Þ� 13:8 MHz.

(c) To find the 3dB electric bandwidth, we use

Pele ωð Þ¼ Popt ωð Þ�� ��2 ¼ P2
opt 0ð Þ

1 +ω2τ2j j
at ω¼ω3dB, ele,

1
1 +ω2

3dB,eleτ
2 ¼ 1

2
, Therefore, ω3dB, ele¼1/τ¼50 Mrad/s and f3dB, ele�8 MHz.

The relation between electrical and optical bandwidth is

ω3dB,opt=ω3dB,ele ¼
ffiffiffi
3

p

3.3 LASER DIODES
Semiconductor LDs are based on the stimulated emission of forward-biased semiconductor pn junc-

tion. Compared to LEDs, LDs have higher spectral purity and higher external efficiency because of the

spectral and spatial coherence of stimulated emission.
3.3.1 AMPLITUDE AND PHASE CONDITIONS FOR SELF-SUSTAINED OSCILLATION
One of the basic requirements of LDs is optical feedback. Consider an optical cavity of length L as

shown in Fig. 3.3.1, where the semiconductor material in the cavity provides an optical gain g and

an optical loss α per unit length, the refractive index of the material in the cavity is n, and the reflectivity
of the facets is R1 and R2.
. 3.3.1

laser cavity with facet reflectivity R1 and R2, optical gain g, optical loss α, and refractive index n.
The lightwave travels back and forth in the longitudinal (�z) direction in the cavity. The ratio of

optical field before and after each roundtrip in the cavity is

Ei + 1

Ei
¼ ffiffiffiffiffi

R1

p ffiffiffiffiffi
R2

p
exp ΔG+ jΔΦð Þ (3.3.1)

where the total roundtrip phase shift of the optical field is

ΔΦ¼ 2π

λ
2nL (3.3.2)
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and the net roundtrip optical gain coefficient of the optical field is

ΔG¼ Γg�αð Þ2L (3.3.3)

where g is the optical gain coefficient in [cm�1] and α is the material loss coefficient, also in [cm�1].

0<Γ<1 is a confinement factor. Since not all the optical field is confined within the active region of

the waveguide, Γ is defined as the ratio between the optical field in the active region and the total

optical field.

To support a self-sustained oscillation, the optical field has to repeat itself after each roundtrip, and

thus,

ffiffiffiffiffi
R1

p ffiffiffiffiffi
R2

p
exp ΔG+ jΔΦð Þ¼ 1 (3.3.4)

This is a necessary condition of oscillation, which is also commonly referred to as the threshold con-
dition. Eq. (3.3.4) can be further decomposed into a phase condition and a threshold gain condition.

The phase condition is that after each roundtrip the optical phase change must be multiples of 2π,
that is,ΔΦ¼2mπ, wherem is an integer. One important implication of this phase condition is that it can

be satisfied by multiple wavelengths,

λm ¼ 2nL

m
(3.3.5)

This explains the reason that a laser may emit at multiple wavelengths, which are generally referred to

as multiple longitudinal modes.
EXAMPLE 3.3
For an InGaAsP semiconductor laser operating in 1550nm wavelength window, if the effective refractive index of the

waveguide is n�3.5 and the laser cavity length is L¼300 μm, find the wavelength spacing between adjacent

longitudinal modes.

Solution
Based on Eq. (3.3.5), the wavelength spacing between themth mode and the (m+1)thmodes can be found asΔλ�λm

2 /(2nL).

Assume λm¼1550 nm, this mode spacing is Δλ¼1.144 nm, which corresponds to a frequency separation of approxi-

mately Δf¼143 GHz.
The threshold gain condition is that after each roundtrip the amplitude of optical field does not

change—that is,
ffiffiffiffiffi
R1

p ffiffiffiffiffi
R2

p
exp Γgth�αð Þ2Lf g¼ 1, where gth is the optical field gain at threshold.

Therefore, in order to achieve the lasing threshold, the optical gain has to be high enough to compensate

for both the material attenuation and the optical loss at the mirrors,

Γgth ¼ α� 1

4L
ln R1R2ð Þ (3.3.6)

Inside a semiconductor laser cavity, the optical field gain coefficient is a function of the carrier density,

which depends on the rate of carrier injection,

g Nð Þ¼ a N�N0ð Þ (3.3.7)
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In this expression, N is the carrier density in [cm�3] and N0 is the carrier density required to achieve

material transparency. a is the differential gain coefficient in [cm2]; it indicates the gain per unit length

along the laser cavity per unit carrier density.

In addition, due to the Fermi-Dirac distribution of carriers and the limited width of the energy bands,

the differential gain is a function of the wavelength, which can be approximated as parabolic,

a λð Þ¼ a0 1� λ�λ0
Δλg

� �2
( )

(3.3.8)

for jλ�λ0 j< <Δλg, where a0 is the differential gain at the central wavelength λ¼λ0 and Δλg is the
spectral bandwidth of the material gain.

It must be noted that material gain coefficient g is not equal to the actual gain of the optical field.

When an optical field travels along an active waveguide, the field propagation is described as

E z, tð Þ¼E0e
Γg�αð Þze�j ωt�βzð Þ (3.3.9)

where E0 is the optical field at z¼0, ω is the optical frequency, and β¼2πn/λ is the propagation con-

stant. The envelop of optical power along the waveguide is then

P zð Þ¼ E zð Þj j2 ¼P0e
2 Γg�αð Þz (3.3.10)

Combine Eqs. (3.3.7), (3.3.8), and (3.3.10), we have

P z, λð Þ¼ E zð Þj j2 ¼P z, λ0ð Þexp �2Γg0
λ�λ0
Δλg

� �2

z

( )
(3.3.11)

where P(z,λ0)¼P(0,λ0)e
2(Γg0�α)z is the peak optical power at z, and g0¼a0(N�N0) is the peak gain

coefficient.
Δll

2Δlg

l0

G

l

FIG. 3.3.2

Gain and loss profile. Vertical bars show the wavelengths of longitudinal modes.
As shown in Fig. 3.3.2, although there are many potential longitudinal modes that all satisfy the

phase condition, the threshold gain condition can be reached only by a limited number of modes near

the center of the gain peak.
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3.3.2 RATE EQUATIONS
Rate equations describe the nature of interactions between photons and carriers in the active region of a

semiconductor laser. Useful characteristics such as output optical power vs. injection current, modu-

lation response, and spontaneous emission noise can be found by solving the rate equations.

dN tð Þ
dt

¼ J

qd
�N tð Þ

τ
�2Γvga N�N0ð ÞP tð Þ (3.3.12)

dP tð Þ
dt

¼ 2Γvga N�N0ð ÞP tð Þ�P tð Þ
τph

+Rsp (3.3.13)

where N(t) is the carrier density and P(t) is the photon density within the laser cavity, they have the

same unit [cm�3]. J is the injection current density in [C/cm2], d is the thickness of the active layer,

vg is the group velocity of the lightwave in [cm/s], and τ and τph are the electron and photon lifetimes,

respectively. Rsp is the rate of spontaneous emission; it represents the density of spontaneously gen-

erated photons per second that are coupled into the lasing mode, so the unit of Rsp is [cm
�3s�1].

On the right-hand side of Eq. (3.3.12), the first term is the number of electrons injected into each

cubic meter within each second time window; the second term is the electron density reduction per

second due to spontaneous recombination; and the third term represents electron density reduction rate

due to stimulated recombination, which is proportional to both material gain and the photon density.

The same term 2Γvga(N�N0)P(t) also appears in Eq. (3.3.13) due to the fact that each stimulated

recombination event will generate a photon, and therefore, the first term on the right-hand side of

Eq. (3.3.13) is the rate of photon density increase due to stimulated emission. The second term on

the right-hand side of Eq. (3.3.13) is the photon density decay rate due to both material absorption

and photon leakage from the two mirrors. The escape of photons through mirrors can be treated equiv-

alently as a distributed loss in the cavity with the same unit, [cm�1], as the material attenuation. The

equivalent mirror loss coefficient is defined as

αm ¼� ln R1R2ð Þ
4L

(3.3.14)

In this way, the photon lifetime can be expressed as

τph ¼ 1

2vg α+ αmð Þ (3.3.15)

where α is the material attenuation coefficient. Using this photon lifetime expression, the photon den-

sity rate Eq. (3.3.13) can be simplified as

dP tð Þ
dt

¼ 2vg Γg� α+ αmð Þ½ �P tð Þ+Rsp (3.3.16)

where g is the material gain as defined in Eq. (3.3.7).

Rate Eqs. (3.3.12) and (3.3.13) are coupled differential equations describing the interaction between

the carrier density and photon density, generally they can be solved numerically to predict static as well

as dynamic behaviors of a semiconductor laser.
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3.3.3 STEADY STATE SOLUTIONS OF RATE EQUATIONS
In the steady state, d/dt¼0, rate Eqs. (3.3.12) and (3.3.13) can be simplified as

J

qd
�N

τ
�2Γvga N�N0ð ÞP¼ 0 (3.3.17)

2Γvga N�N0ð ÞP� P

τph
+Rsp ¼ 0 (3.3.18)

With this simplification, the equations can be solved analytically, which will help understand some

basic characteristics of semiconductor lasers.

(A) Threshold carrier density and current density

Assume that Rsp, τph, and α are constants. Eq. (3.3.18) can be expressed as

P¼ Rsp

1=τph�2Γvga N�N0ð Þ (3.3.19)

Eq. (3.3.19) indicates that when 2Γvga(N�N0) approaches the value of 1/τph, the photon density would
approach infinite, and this operation point is defined as the threshold. Therefore, the threshold carrier

density can be found as

Nth ¼N0 +
1

2Γvgaτph
(3.3.20)

In order to ensure a positive value of the photon density, 2Γvga(N�N0)<1/τph is necessary, which
requiresN<Nth. Practically, carrier densityN can be increased to approach the threshold carrier density

Nth by increasing the injection current density. However, the level of threshold carrier density, Nth, can

never be reached. With the increase of carrier density, photon density will be increased. Especially

when the carrier density approaches the threshold level, photon density will be increased dramatically

and the stimulated recombination becomes significant, which, in turn, reduces the carrier density.

Fig. 3.3.3 illustrates the relationships among carrier density N, photon density P, and the injection cur-
rent density J.
FIG. 3.3.3

Photon density P(J) and carrier densityN(J) as functions of injection current density J. Jth is the threshold current

density and Nth is the threshold carrier density.
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As shown in Fig. 3.3.3, for a semiconductor laser, carrier density linearly increases with the increase

of injection current density to a certain level. After that level, the carrier density increase is quickly

saturated due to the significant contribution of stimulated recombination. The current density corre-

sponding to that saturation point is called threshold current density, above which the laser output is

dominated by stimulated emission. However, below that threshold point spontaneous recombination

and emission is the dominant mechanism similar to that in an LED, and the output optical power is

usually small because of the low external efficiency. For a LD operating below threshold, stimulated

recombination is negligible, and Eq. (3.3.17) can be simplified as J/qd¼N/τ. Assume this relation is

still valid at the threshold point, N¼Nth, the threshold current density can be found, by considering the

threshold carrier density definition (3.3.20), as

Jth ¼ qd

τ
Nth ¼ qd

τ
N0 +

1

2Γvgaτph

� �
(3.3.21)

(B) P�J relationship about threshold

In general, the desired operation region of a LD is well above the threshold, where high-power coherent

light is generated by stimulated emission. Combining Eqs. (3.3.17) and (3.3.18), we have

J

qd
¼N

τ
+

P

τph
�Rsp (3.3.22)

As shown in Fig. 3.3.3, in the operation region well above threshold, carrier density is approximately

equal to its threshold value (N�Nth). In addition, since Nth/τ¼Jth/qd, we have

J

qd
¼ Jth
qd

+
P

τph
�Rsp (3.3.23)

Thus, the relationship between photon density and current density above threshold is

P¼ τph
qd

J�Jthð Þ+ τphRsp (3.3.24)

Apart from a spontaneous emission contribution term τphRsp, which is usually very small, the photon

density is linearly proportional to the injection current density for J>Jth and the slop is dP/dJ¼τph/qd.
Then, a question is how to relate the photon density inside the laser cavity to the output optical

power of the laser? Assume that the waveguide of the laser cavity has a length l, width w, and thickness
d, as shown in Fig. 3.3.4.
FIG. 3.3.4

Illustration of the dimension of a laser cavity.
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The output optical power is the flow of photons through the facet, which can be expressed as

Popt ¼P � lwdð Þhv2αmvg (3.3.25)

where P � (lwd) is the total photon number andP � (lwd)hv is the total photon energy within the cavity. αm
is the mirror loss in [cm�1], which is the percentage of photons that escape from each mirror, and αmvg
represents the percentage of photon escape per second. The factor 2 indicates that photons travel in both

directions along the cavity and escape through two end mirrors.

Neglecting the contribution of spontaneous emission in Eq. (3.3.24), combining Eqs. (3.3.25) and

(3.3.15), with Eq. (3.3.24), and considering that the injection current is related to current density by

I¼J �wl, we have

Popt ¼ I� Ithð Þhv
q

� αm
αm + α

(3.3.26)

This is the total output optical power exiting from both laser end facets. Since α is the rate of material

absorption and αm is the photon escape rate through facet mirrors, αm/(a+am) represents the external
efficiency.
3.3.4 SIDE-MODE SUPPRESSION RATIO
As illustrated in Fig. 3.3.2, the phase condition in a LD can be satisfied by multiple wavelengths, which

are commonly referred to asmultiple longitudinal modes. The gain profile has a parabolic shape with a
maximum in the middle, and one of the longitudinal modes closest to the material gain peak usually has

the highest power, which is the main mode. However, the power in the modes adjacent to the main

mode may not be negligible for many applications that require single-mode operation. To take into

account the multimodal effect in a LD, the photon density rate equation of the mth longitudinal mode

can be written as

dPm tð Þ
dt

¼ 2vgΓgm Nð ÞPm tð Þ�Pm tð Þ
τph

+Rsp (3.3.27)

where gm(N)¼a(N�N0) is the optical field gain for the mth mode. Since all the longitudinal modes

share the same pool of carrier density, the rate equation for the carrier density is

dN tð Þ
dt

¼ J

qd
�N tð Þ

τ
�
X
k

2Γkvggk Nð ÞPk tð Þ (3.3.28)

Using a parabolic approximation for the material gain,

g N, λð Þ¼ g0 Nð Þ 1� λ�λ0ð Þ=Δλg
� 	2n o

and letting λm¼λ0+mΔλl, where Δλl is the mode spacing as shown in Fig. 3.3.2, there will be approx-

imately 2M+1 modes if there are M modes on each side of the main mode (�M<m<M), where

M�Δλg/Δλl.
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Therefore, the optical field gain for the mth mode can be expressed as a function of the mode index

m as

gm Nð Þ¼ g0 Nð Þ 1� m

M


 �2
� 

(3.3.29)

The steady state solution of the photon density rate equation of the mth mode is

Pm ¼ Rsp

1=τph�2Γvggm Nð Þ (3.3.30)

and the photon density of the main mode (m¼0) is

P0 ¼ Rsp

1=τph�2Γvgg0 Nð Þ (3.3.31)

The power ratio between the main mode and the mth mode can then be found as

SMR¼ P0

PM
¼ 1 +

P0

Rsp
2Γvgg0 Nð Þ m2=M2

� �
(3.3.32)

Eq. (3.3.32) indicates that the side-mode suppression ratio (SMSR) is proportional to m2 because high-

index modes are far away from the main mode and the gain is much lower than the threshold gain. In

addition, the SMSR is proportional to the photon density of the main mode. The reason is that at a high

photon density level, stimulated emission is predominantly higher than the spontaneous emission; thus

side modes that benefited from spontaneous emission become weaker compared to the main mode.

Although SMSR introduced here is from LDs with Fabry-Perot (FP) cavities, the definition is valid

also for other types of diode lasers such as DFB and DBR cavities.
3.3.5 MODULATION RESPONSE
Electro-optic modulation is an important functionality in an optical transmitter, which translates elec-

trical signals into the optical domain. The optical power of a LD is a function of the injection current,

and thus a convenient way to convert an electrical signal into an optical signal is through the direct

modulation of the injection current. Both on-off modulation and linear modulation can be performed.

The characteristic of LD under direct current modulation is a practical issue for applications in optical

communication systems.

Fig. 3.3.5 illustrates the operating principle of direct intensity modulation of a semiconductor laser.

To ensure that the LD operates above threshold, a DC bias current IB is usually required. A bias-Tee

combines the electrical current signal with the DC bias current to modulate the LD. The modulation

efficiency is then determined by the slope of the LD P–I curve. Obviously, if the P–I curve is ideally
linear, the output optical power is linearly proportional to the modulating current by

Popt tð Þ�RC IB� Ithð Þ +RCI tð Þ (3.3.33)

where Ith is the threshold current of the laser and RC¼ΔPopt/ΔI is the slope of the LD P–I curve. Here,
we have neglected the optical power level at threshold.
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Direct intensity modulation of a laser diode. TCA: transconductance amplifier.
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Frequency response of direct modulation mainly depends on the carrier dynamics of the LD and

>20GHz modulation bandwidth has been demonstrated. However, further increasing the modulation

bandwidth to 40GHz appears to be quite challenging, mainly limited by the carrier lifetime as well as

the parasitic effect of the electrode. Another well-known property of direct modulation in a semicon-

ductor laser is the associated frequency modulation, commonly referred to as frequency chirp, as dis-
cussed later in this section.

(A) Turn-on delay

In directly modulated LDs, when the injection current is suddenly switched on from below to above the

threshold, there is a time delay between the signal electrical pulse and the generated optical pulse. This

is commonly referred to as turn-on delay, which is mainly caused by the slow response of the carrier

density below threshold. It needs a certain period of time for the carrier density to build up and to reach

the threshold level.

To analyze this process, we have to start from the rate equation at the low injection level JB below

threshold, where photon density is very small and the stimulated recombination term is negligible in

Eq. (3.3.12):

dN

dt
¼ J tð Þ

qd
�N tð Þ

τ
(3.3.34)

Suppose J(t) switches on from JB to J2 at time t¼0. If JB is below and J2 is above the threshold current
level, the carrier density is supposed to be switched from a level N1 far below the threshold to the

threshold level Nth, as shown in Fig. 3.3.6. Eq. (3.3.34) can be integrated to find the time required

for the carrier density to increase from NB to Nth:

td ¼
ZNth

NB

J tð Þ
qd

�N tð Þ
τ

� ��1

dN¼ τ ln
J�JB
J�Jth

� �
¼ τ ln

I� IB
I� Ith

� �
(3.3.35)
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where JB¼qdNB/τ and Jth¼qdNth/τ. Because laser operates above threshold only for t	 td, the actual
starting time of the laser output optical pulse is at t¼ td. In practical applications, this time delay tdmay

limit the speed of digital optical modulation in optical systems. Since td is proportional to τ, a LD with

shorter spontaneous emission carrier lifetimemay help reduce the turn-on delay. Another way to reduce

turn-on delay is to bias the low-level injection current JB very close to the threshold. However, this may

result in poor extinction ratio of the output optical pulse.
FIG. 3.3.6

Illustration of the laser turn-delay. Injection current is turned on at t¼0 from JB to J2, but both photon density and

carrier density will require a certain time delay to build up toward their final values.
(B) Small-signal modulation response

In Section 3.2.2, we show that the modulation speed of an LED is inversely proportional to the carrier

lifetime. For a LD operating above threshold, the modulation speed is expected to be much faster than

that of an LED thanks to the contribution of stimulated recombination. In fact when a LD is modulated

by a small current signal δJ(t) around a bias point JB: J¼JB+δJ(t), the carrier density will be

N¼NB+δN(t), where NB and δN(t) are the static and small-signal response, respectively, of the carrier

density. Rate Eq. (3.3.12) can be linearized for the small-signal response as

dδN tð Þ
dt

¼ δJ tð Þ
qd

�δN tð Þ
τ

�2ΓvgaPδN tð Þ (3.3.36)

Here for simplicity, we have assumed that the impact of photon density modulation is negligible.

Eq. (3.3.36) can be easily solved in frequency domain as

δ eN ωð Þ¼ 1

qd

δeJ ωð Þ
jω + 1=τ + 2ΓvgaP
� � (3.3.37)

where δeJ ωð Þ and δ eN ωð Þ are the Fourier transforms of δJ(t) and δN(t), respectively. If we define an

effective carrier lifetime as

τeff ¼ 1

τ
+ 2ΓvgaP

� ��1

(3.3.38)

the 3-dB modulation bandwidth of the laser will be B3dB¼1/τeff. For a LD operating well above thresh-

old, stimulated recombination ismuch stronger than spontaneous recombination, that is, 2ΓvgaP> >1/τ,
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and therefore, τeff< < τ. This is the major reason that the modulation speed of a LD can be much

faster than that of an LED.

In this simplified modulation response analysis, we have assumed that photon density is a constant,

and thus there is no coupling between the carrier density rate equation and the photon density rate equa-

tion. A more precise analysis has to solve coupled rate Eqs. (3.3.12) and (3.3.13). A direct consequence

of coupling between the carrier density and the photon density is that for an increase of injection cur-

rent, the carrier density will first increase, which will increase the photon density. But the photon den-

sity increase tends to reduce carrier density through stimulated recombination. Therefore, there could

be an oscillation of both carrier density and photon density immediately after a change of the injection

current. This is commonly referred to as relaxation oscillation. Detailed analysis of laser modulation

can be found in (Agrawal and Dutta, 1986).

(C) Modulation chirp

For semiconductor materials, the refractive index is usually a function of the carrier density, and thus

the emission wavelength of a semiconductor laser often depends on the injection current. In addition, a

direct current modulation on a LD may introduce both an intensity modulation and a phase modulation

of the optical signal, where the phase modulation is originated from the carrier density-dependent re-

fractive index of the material within the laser cavity. The ratio between the phase modulation and the

intensity modulation is referred to as the modulation chirp.
Carrier-dependent refractive index in a semiconductor laser is the origin of both adiabatic chirp and

transient chirp. The adiabatic chirp is caused by the change of phase condition of laser cavity caused by

the refractive index change of semiconductor material inside the laser cavity. As refractive index is a

parameter of the laser phase condition in Eq. (3.3.5), any change of refractive index will change the

resonance wavelength of the laser cavity. Based on Eq. (3.3.5), the wavelength of the mth mode is

λm¼2nL/m, and a small index change n)n+δn will introduce a wavelength change λm)λm+δλ.
The linearized relation between δλ and δn is δλ/λm¼δn/n. In a practical LD based on InGaAs, a 1-

mA change in the injection current would introduce an optical frequency change on the order of

1GHz, or 8pm in 1550nm wavelength window. This effect is often utilized for laser frequency adjust-

ment and stabilization through feedback control of the injection current.

Transient chirp, on the other hand, is a dynamic process of carrier-induced optical phase modula-

tion. As the optical field is related to the photon density and the optical phase,

E tð Þ¼
ffiffiffiffiffiffiffiffi
P tð Þ

p
ejϕ tð Þ ¼ exp jϕ tð Þ+ 0:5 lnP tð Þ½ � (3.3.39)

The ratio between phase modulation and amplitude modulation around a static bias point PB can be

defined as

αlw ¼ dϕ tð Þ=dt
d 0:5 lnP tð Þ½ �=dt¼ 2PB

dϕ tð Þ=dt
dP tð Þ=dt (3.3.40)

αlw is the chirp parameter of the laser, which is identical to a well-known linewidth enhancement factor

first introduced by Henry (1982), as the spectral linewidth of the LD is also related to αlwwhich will be
discussed in the following section.
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The derivative of optical phase modulation through transient chirping is equivalent to an optical

frequency modulation. This optical frequency modulation is linearly proportional to the chirp param-

eter αlw as

δf ¼ 1

2π

dϕ tð Þ
dt

¼ 1

2π

αlw
2PB

dP tð Þ
dt

(3.3.41)

αlw is an important parameter of a LD, which is determined both by the semiconductor material and

laser cavity structure. For intensity modulation-based optical systems, lasers with smaller chirp param-

eters are desired to minimize the spectral width of the modulated optical signal. On the other hand, for

optical frequency modulation-based systems such as frequency-shift key (FSK), lasers with large chirp

will be beneficial for an increased optical frequency modulation efficiency.
3.3.6 LASER NOISES
When biased by a constant current, an ideal LD would produce a constant optical power at a single

optical frequency. However, a practical LD is not an ideal optical oscillator, which has both intensity

noise and phase noise even when driven by an ideally constant injection current. Both intensity noise

and phase noise may significantly affect the performance of an optical communication system which

uses LD as the optical source.

(A) Relative intensity noise

For a semiconductor laser operating above threshold, although stimulated emission dominates the

emission process, there are still a small percentage of photons that are generated by spontaneous emis-

sion. The optical intensity noise in a LD is primarily caused by the incoherent nature of these spon-

taneous photons. As a result, even when a LD is biased by a constant injection current, the effect

of spontaneous emission makes both carrier density and photon density fluctuate around their equilib-

rium values (Agrawal and Dutta 1986).
(A) (B)

FIG. 3.3.7

Illustration of optical power emitted a CW-operated laser diode without (A), and with relative intensity noise (B)
In general, the intensity noise in a LD caused by spontaneous emission is random in time as illus-

trated in Fig. 3.3.7, and thus wideband in the frequency domain. Intensity noise is an important measure

of a LD quality, which is often a limiting factor for its application in optical communications. Instead of

the absolute value of the intensity noise, the ratio between the intensity noise power and the average

optical power is a commonly used parameter for laser specification, known as the relative intensity

noise (RIN), which is defined as
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RIN ωð Þ¼F
P tð Þ�Paveð Þ2

D E
P2
ave

8<
:

9=
; (3.3.42)

where Pave is the average optical power, h(P(t)�Pave)
2i is the mean square intensity fluctuation (var-

iance), and F denotes the Fourier transform. Note that this definition is based on the electrical domain

parameters measured by a photodiode in a setup shown in Fig. 3.3.8. As will be discussed in the fol-

lowing chapter, the photocurrent of a photodiode is proportional to the input optical power, the elec-

trical power produced by the photodiode should be proportional to the square of the optical power. The

Fourier transform of h(P(t)�Pave)
2i is the electrical noise power spectral density in [W/Hz], and Pave

2 is

proportional to the average electrical power in [W] created in the photodiode corresponding to the spec-

tral density at DC. Thus, 20dB of RIN defined in Eq. (3.3.42) is equivalent to 10dB of actual ratio in the

optical domain. The square-law photodetection will be discussed in Chapter 4.

In a practical measurement system, optical loss between the laser and the photodiode, and the gain

of the electrical amplifier after the photodiode may not be calibrated. But this does not affect the ac-

curacy of RIN measurement as a ratio between the noise and the signal. This makes RIN a commonly

accepted parameter for laser quality specification which is independent of the optical power that comes

into the receiver. The unit of RIN is [Hz�1], [dB/Hz].
FIG. 3.3.8

System block diagram to measure laser RIN.
For a Gaussian statics of the RIN, the standard deviation of the laser power fluctuation can be found

by integrating the RIN spectrum over the electrical bandwidth. Assume a flat spectral density of

RIN¼�120dB/Hz over the electrical bandwidth B¼10GHz, the variance of power fluctuation is

σ2¼10�2Pave
2 . In this case, the optical power fluctuation (standard deviation) is roughly 10% of the

average power.

In a practical diode laser, the intensity noise can be amplified by the resonance of the relaxation

oscillation in the laser cavity, which modifies the noise spectral density. Fig. 3.3.9 shows that each

single event of spontaneous emission will increase the photon density in the laser cavity. Meanwhile

this increased photon density will consumemore carriers in the cavity and create a gain saturation in the

medium. As a result, the photon density will tend to be decreased due to the reduced optical gain. This,

in turn, will increase the carrier density due to the reduced saturation effect. This resonance process is

strong near a specific frequencyΩpwhich is determined by the optical gain G, the differential gain dG/
dN, and the photon density P in the laser cavity as

Ω2
R ¼G �P � dG

dN
(3.3.43)



FIG. 3.3.9

Explanation of a relaxation oscillation process in a semiconductor laser.

FIG. 3.3.10

Normalized intensity noise spectral density with 10GHz relaxation oscillation frequency.
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Due to relaxation oscillation, the intensity noise of a semiconductor laser becomes frequency depen-

dent, and the normalized intensity noise spectral density can be fit by

H Ωð Þ∝ Ω2
R +BΩ

2

jΩ jΩ + γð Þ+Ω2
R

����
����
2

(3.3.44)

where B and γ are damping parameters depending on the specific laser structure and the bias condition.

Fig. 3.3.10 shows examples of the normalized intensity noise spectral density with three different

damping parameters. The relaxation oscillation frequency used in this figure is ΩR¼2π�10 GHz.

At frequencies much higher than the relaxation oscillation frequency, the dynamic coupling between

the photon density and the carrier density is weak and therefore, the intensity noise becomes less de-

pendent on the frequency.
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(B) Phase noise

Phase noise is a measure of random phase variation of an optical signal which determines the spectral

purity of the laser beam. Phase noise is an important issue in diode lasers, especially when they are used

in coherent optical communication systems where the signal optical phase is utilized to carry informa-

tion. Although stimulated emission dominates in a LD operating above threshold, a small amount of

spontaneous emission still exists. While photons of stimulated emission are mutually coherent, spon-

taneous emission is not coherent. Fig. 3.3.11 shows that a spontaneous emission event not only gen-

erates intensity variation but also produces phase variation. To make things worse, the material

refractive index inside a semiconductor laser cavity is a function of the photon density, so that the phase

noise is further enhanced by the intensity noise, which makes the phase noise of a semiconductor laser

much higher than other types of lasers (Henry, 1986).
FIG. 3.3.11

Optical field vector diagram. Illustration of optical phase noise generated due to spontaneous emission events.
Assume that the optical field in a laser cavity is

E tð Þ¼
ffiffiffiffiffiffiffiffi
P tð Þ

p
exp �j ω0t+φ tð Þ½ �f g (3.3.45)

where P(t) is the photon density inside the laser cavity, ω0 is the central optical frequency, and ϕ(t) is
the time-varying part of optical phase. A differential rate equation that describes the phase variation in

the time domain is (Henry, 1983)

dφ tð Þ
dt

¼Fφ tð Þ�αlw
2P

FP tð Þ (3.3.46)

where αlw is the well-known linewidth enhancement factor of a semiconductor laser, which accounts

for the coupling between intensity and phase variations. Fϕ(t) and FP(t) are the Langevin noise terms

for phase and intensity. They are random and their statistic measures are

FP tð Þ2
D E

¼ 2RspP (3.3.47)

and

Fφ tð Þ2
D E

¼Rsp

2P
(3.3.48)

Rsp is the spontaneous emission factor of the laser.

Although we directly use Eq. (3.3.46) without derivation, the physical meanings of the two terms on

the right-hand side of the equation are very clear. The first term is created directly due to spontaneous

emission contribution to the phase variation. Each spontaneous emission event randomly emits a
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photon which changes the optical phase as illustrated in Fig. 3.3.11. The second term in Eq. (3.3.46)

shows that each spontaneous emission event randomly emits a photon that changes the carrier density,

and this carrier density variation, in turn, changes the refractive index of the material. Then, this index

change will alter the resonance condition of the laser cavity and thus will introduce a phase change of

the emitting optical field. Eq. (3.3.46) can be solved by integration:

φ tð Þ¼
Z t

0

dφ tð Þ
dt

dt¼
Z t

0

Fφ tð Þdt�αlw
2P

Z t

0

FP tð Þdt (3.3.49)

If we take an ensemble average, the variance of phase noise can be expressed as

φ tð Þ2
D E

¼
Z t

0

Fφ tð Þdt�αlw
2P

Z t

0

FP tð Þdt
2
4

3
5
2* +

¼
Z t

0

Fφ tð Þ2
D E

dt� αlw
2P


 �2
Z t

0

FP tð Þ2
D E

dt

¼ Rsp

2P
+

αlw
2P


 �2

2RspP

� �
tj j ¼Rsp

2P
1 + α2lw
� �

tj j
(3.3.50)

Since φ(t) is a random Gaussian process

ejφ tð Þ
D E

¼ e�
1
2

φ tð Þ2h i (3.3.51)

According to the Wiener-Khintchine theorem, the power spectral density of the optical field is propor-

tional to the square of the modulus of the Fourier transformation of the optical field,

Sop ωð Þ¼
Z∞

�∞

E tð Þh ie�jωtdt

������
������
2

¼P

Z∞

�∞

e�j ω�ω0ð Þte�
1
2

φ tð Þ2h idt
������

������
2

¼P

Z∞

�∞

exp �j ω�ω0ð Þt�Rsp

4P
1 + α2lw
� �

tj j
� �

dt

������
������
2 (3.3.52)

Insert the expression of hφ(t)2i in Eq. (3.3.50) into Eq. (3.3.52), the normalized optical power spectral

density can be found as

Sop ωð Þ¼
Rsp

4P
1 + α2lw
� �� �2

Rsp

4P
1 + α2lwð Þ

� �2
+ ω�ω0ð Þ2

(3.3.53)

This spectrum has a Lorentzian shape with a FWHM spectral linewidth

Δv¼Δω
2π

¼ Rsp

4πP
1 + α2lw
� �

(3.3.54)

As the well-known Scholow-Towns formula which describes the laser spectral linewidth is Δv¼Rsp/

(4πP), Eq. (3.3.34) is commonly referred to as the modified Scholow-Towns formula because of the

introduction of linewidth enhancement factor αlw.
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Spectral linewidth of a non-modulated laser is determined by the phase noise, which is a measure of

coherence of an optical beam. Other measures such as coherence time and coherence length can all be

related to the spectral linewidth. Coherence time is usually defined as

tcoh ¼ 1

πΔν
(3.3.55)

It is the time over which a lightwave may still be considered coherent. Or, in other words, it is the time

interval within which the phase of a lightwave is still predictable. Similarly, coherence length is defined

by
Lcoh ¼ tcohvg ¼ vg

πΔν
(3.3.56)

It is the propagation distance over which a lightwave signal maintains its coherence, where vg is the
group velocity of the optical signal. As a simple example, for a lightwave signal with 1 MHz linewidth,

the coherence time is approximately 320ns and the coherence length is about 95m in free space.

(C) Mode partition noise

As discussed in Section 3.3.4, the phase condition in a laser cavity can be simultaneously satisfied by

multiple wavelengths, and thus the output from a LD can have multiple longitudinal modes if the ma-

terial gain profile is broad enough as illustrated in Fig. 3.3.2. All these longitudinal modes compete for

the carrier density from a common pool. Those modes near the peak of the material gain profile have

competition advantages which consume most of the carrier density, while the power of other modes

further away from the material gain peak will be mostly suppressed. In most FP type of diode lasers

without extra mode selection mechanisms, the optical gain seen by different FPmodes near the material

gain peak is usually very small. Perturbations due to spontaneous emission noise, external reflection, or

temperature change may introduce random switches of optical power between modes. This random

mode hopping is usually associated with the total power fluctuation of the laser output, which is known

asmode partition noise. This is why RIN in a LD with multiple longitudinal modes is much higher than

that with only a single mode. In addition, if the external optical system has wavelength-dependent loss,

this power hopping between modes with different wavelength will inevitably introduce additional in-

tensity noise for the system.
3.4 SINGLE-FREQUENCY SEMICONDUCTOR LASERS
So far we have only considered the LDwhere the resonator consists of two parallel mirrors. This simple

structure is called a Fabry-Perot resonator and the lasers made with this structure are usually called

Fabry-Perot lasers, or simply FP lasers. An FP LD usually operates with multiple longitudinal modes

because a phase condition can be met by a large number of wavelengths and the reflectivity of the

mirrors is not wavelength selective. In addition to mode partition noise, multiple longitudinal modes

occupy wide optical bandwidth, which results in poor bandwidth efficiency and low tolerance to chro-

matic dispersion of the optical system.

The definition of a single-frequency laser can be confusing. An absolute single-frequency laser does

not exist because of phase noise and frequency noise. A single-frequency LD may simply be a LD with

a single longitudinal mode. A more precise definition of single-frequency laser is a laser that not only

has a single mode but that mode also has very narrow spectral linewidth. To achieve single-mode op-

eration, the laser cavity has to have a special wavelength selection mechanism. One way to introduce
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wavelength selectivity is to add a grating along the active layer, which is called distributed feedback.

The other way is to add an additional mirror outside the laser cavity, which is referred to as the external
cavity.
3.4.1 DFB AND DBR LASER STRUCTURES
DFB LDs are widely used as single-wavelength sources in optical communication systems and optical

sensors. Fig. 3.4.1 shows the structure of a DFB laser, where a corrugating grating is written just outside

the active layer, providing a periodic refractive index perturbation (Kogelink and Shank, 1972). Sim-

ilarly to what happens in an FP laser, the lightwave resonating within the cavity is composed of two

counter-propagating waves, as shown in Fig. 3.4.1B. However, in the DFB structure, the index grating

creates a mutual coupling between the two waves propagating in the opposite directions, and therefore,

mirrors on the laser surface are no longer needed to provide the optical feedback.
(A)

(B)

FIG. 3.4.1

(A) Structure of a DFB laser with a corrugating grating just outside the active layer, and (B) an illustration of two

counter-propagating waves in the cavity (the ordinate represents optical field amplitude).
The coupling efficiency between the two waves propagating in the opposite directions is frequency

dependent, which provides a mechanism for frequency selection of optical feedback in the laser cavity.

This frequency-dependent coupling can be modeled by coupled-mode equations which will be dis-

cussed in more detail in Chapter 6 where we discuss fiber Bragg grating filters. Briefly, because

the refractive index along the grating is varying periodically, constructive interference between the

two waves happens only at certain wavelengths. To satisfy the resonance condition, the wavelength

has to match the grating period, and the resonance wavelength of a DFB structure is thus,

λB ¼ 2nΛ=m (3.4.1)

This is called the Bragg wavelength, where Λ is the grating pitch, n is the effective refractive index of
the optical waveguide, and m is the grating order. For wavelengths away from the Bragg wavelength,

the two counter-propagated waves do not reinforce each other along the way; therefore, self-oscillation

cannot be sustained for these wavelengths. For example, consider a DFB laser operating at 1550nm

wavelength, and the refractive index of InGaAsP semiconductor material is approximately n¼3.4. Op-

erating as a first-order grating (m¼1), the grating period is Λ¼λB/(2n)¼228 nm. With this grating
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period, the second-order Bragg wavelength would be at around λB¼nΛ¼775 nm, which would be far

outside of the bandwidth of the material gain.

Another way to understand this distributed feedback is to treat the grating as an effective mirror. As

shown in Fig. 3.4.2, for a grating of length L, the frequency dependent reflectivity is

R fð Þ∝ sin 2π f � fBð Þτ½ �
2π f � fBð Þτ

����
����
2

(3.4.2)

where τ¼2L/vg is the roundtrip time of the grating length L, vg is the group velocity, and fB¼c/λB is the
Bragg frequency. This was simply obtained by a Fourier transform of the step-function reflectivity in

the spatial domain. At the Bragg frequency f¼ fB, the power reflectivity is R(f)¼1 and the transmis-

sivity is T(f)¼0. At frequencies f¼ fB�1/2τ, the field reflectivity drop to 0, and the separation between
these two frequencies gives the full bandwidth of the Bragg reflectivity, which is Δf¼1/τ, or in wave-
length, Δλ¼λB

2/(2nL). This tells that sharper frequency selectivity can be provided by a grating with a

longer length.
(A) (B)

FIG. 3.4.2

(A) A Bragg grating with length L, and (B) normalized reflectivity R(f) and transmissivity T(f) of the Bragg grating.
A DFB structure can be regarded as a cavity formed between two equivalent mirrors. As shown in

Fig. 3.4.3, from the reference point in the middle of the cavity looking left and right, the effect of the

grating on each side can be treated as an equivalent mirror, similar to that in a FP laser cavity. The

effective transmissivity of each mirror is Teff∝1�j(sinx)/x j2, where x¼2πLc(λ�λB)/(vgλB
2), vg is
(A)

(B)
l/4 shift

FIG. 3.4.3

(A) A uniform DFB grating and (B) a DFB grating with a quarter-wave shift in the middle.
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the group velocity, c is the speed of light, and L is the cavity length. The output optical power spectrum

is selected by the frequency-dependent transmissivity of these effective mirrors.

If the grating is uniform, this effective transmissivity has two major resonance peaks separated

by a deep stop band. As a result, a conventional DFB laser intrinsically has two degenerate lon-

gitudinal modes and the wavelength separation between these two modes is equal to the width of

the stop band Δλ¼λB
2/(nL), as illustrated in Fig. 3.4.4A. Single-mode operation can be obtained

with an additional mechanism to breakup the precise symmetry of the transfer function so that the

one of the two degenerate modes can be suppress. This extra differentiation mechanism is usually

introduced by the residual reflectivities from cleaved laser facets, or by the nonuniformity of the

grating structure and current density. Another technique is to etch the Bragg grating inside the

active region of the waveguide in the laser cavity so that both the refractive index and the gain

(or loss) of the material vary periodically along the waveguide. This complex grating structure

yields an asymmetric transfer function, so that single-mode operation can be obtained in a more

controllable manor.

A most popular technique to create single-mode operation is to add a quarter-wave shift in the

middle of the Bragg grating, as shown in Fig. 3.4.3B. This λ/4 phase shift introduces a phase discon-

tinuity in the grating and results in a strong transmission peak at the middle of the stop band, as shown in

Fig. 3.4.4B. This ensures single-longitudinal mode operation in the LD at the Bragg wavelength.
(A)

(B)

FIG. 3.4.4

(A) Spectrum of a DFB laser with a pair of degenerate modes, and (B) spectrum of a λ/4-shifted DFB laser with a

dominant single mode.
DBR is another structure of single-wavelength laser sources commonly used in optical communi-

cation systems. As shown in Fig. 3.4.5, a DBR laser usually has three sections; one of them is the active

section which provides the optical gain, another one is a grating section which provides a wavelength

selective reflection, and there is a phase control section placed in the middle which is used to adjust the

optical phase of the Bragg reflection from the grating section. Both the phase control section and the

grating sections are usually passive because no optical gain is required for these sections, and thus they

are usually biased by reverse voltages only to adjust the index of refractions through the electro-optic

effect.



FIG. 3.4.5

Structure of a DBR laser with an active section A, phase control section P, and Bragg reflector section B. The laser

cavity is formed between the left-end facet with reflectivity R1 and the effective reflection from the Bragg section.
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Assume the length of the active cavity is LC, the FP mode spacing is ΔλFP�λB
2/(2nLC), while the

wavelength-selective Bragg reflectivity has the spectral width ΔλBragg¼λB
2/(2nLB). Thus, to avoid

multi-longitudinal mode operationΔλBragg<ΔλFP is required. Suppose the same semiconductor ma-

terial is used in all sections of the laser with the same index of refraction n, the Bragg grating section
has to be longer than the active section. DBR lasers can be made wavelength tunable through the

index tuning in the Bragg reflector section to control the Bragg wavelength. The tuning of phase

control section is necessary to satisfy the phase condition of lasing across a continuous region of

wavelength.
3.4.2 EXTERNAL CAVITY LDs
The operation of a semiconductor is sensitive to external feedback (Lang and Kobayashi, 1980). Even a

�40dB optical feedback is enough to bring a laser from single-frequency operation into chaos. There-

fore, an optical isolator has to be used at the output of a LD to prevent optical feedback from external

optical interfaces. On the other hand, precisely controlled external optical feedback can be used to cre-

ate wavelength-tunable lasers with very narrow spectral linewidth.

The configuration of a grating-based external cavity laser is shown in Fig. 3.4.6, where laser facet

reflectivities are R1 and R2 and the external grating has a wavelength-dependent reflectivity of R3(ω). In
this complex cavity configuration, the reflectivity R2 of the facet facing the external cavity has to be

replaced by an effective reflectivity Reff as shown in Fig. 3.4.6, as
FIG. 3.4.6

Configuration of an external cavity semiconductor laser, where the external feedback is provided by a reflective

grating.
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Reff ωð Þ¼ ffiffiffiffiffi
R2

p
+ 1�R2ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffi
R3 ωð Þ

p X∞
m¼1

R2R3 ωð Þð Þm�1
2 ejmωτe

( )2

(3.4.3)

If external feedback is small enough (R3≪1), only one roundtrip needs to be considered in the external

cavity. Then, Eq. (3.4.3) can be simplified as

Reff ωð Þ�R2 1 +
1�R2ð Þ ffiffiffiffiffiffiffiffiffiffiffiffi

R3 ωð Þp
ffiffiffiffiffi
R2

p
( )2

(3.4.4)

Then, the mirror loss αm shown in Eq. (3.3.14) can be modified by replacing R2 with Reff. Fig. 3.4.7

illustrates the contributions of various loss terms: α1 is the reflection loss of the grating, which is wave-
length selective with only one reflection peak (corresponding to a valley in α1), and α2 and α3 are res-
onance losses between R1 and R2 and between R2 and R3, respectively. Combining these three

contributions, the total wavelength-dependent loss αm has only one strong low loss wavelength, which

determines the lasing wavelength. In practical external cavity laser applications, an antireflection coat-

ing is used on the laser facet facing the external cavity to reduce R2, and the wavelength dependency of

both α1 and α2 can be made very small compared to that of the grating; therefore, a large wavelength

tuning range can be achieved by rotating the angle of the grating while maintaining single longitudinal

mode operation.
FIG. 3.4.7

Illustration of resonance losses between R1 andR2 (α2) and between R2 andR3 (α3). α1 is the reflection loss of the

grating and αm is the combined mirror loss. Lasing threshold is reached only by one mode at λL.
External optical feedback not only helps to obtain wavelength tuning, it also changes the spectral

linewidth of the emission. The linewidth of an external cavity laser can be expressed as
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Δv¼ Δv0
1 + kcos ω0τe + tan�1αlwð Þ (3.4.5)

where Δv0 is the linewidth of the LD without external optical feedback, ω0 is the oscillation angular

frequency, αlw is the linewidth enhancement factor, and k represents the strength of the optical feed-

back. When the feedback is not very strong, this feedback parameter can be expressed as

k¼ τe
τ

1�R2ð Þ ffiffiffiffiffi
R3

p
ffiffiffiffiffi
R2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + α2lw

q
(3.4.6)

τ¼2nL/c, τe¼2neLe/c are roundtrip delays of the laser cavity and the external cavity, respectively, with
L and Le the lengths of the laser cavity and the external cavity. n and ne are refractive indices of the two
cavities.

Eq. (3.4.5) shows that the linewidth of the external cavity laser depends on the phase of the external

feedback. To obtain narrow linewidth, precise control of the external cavity length is critical; a mere λ/2
variation in the length of external cavity can change the impact of optical feedback from linewidth

narrowing to linewidth enhancement. This is why an external cavity has to have a very stringent me-

chanical stability requirement.

An important observation from Eq. (3.4.6) is that the maximum linewidth reduction is proportional

to the ratio of the cavity length Le/L. This is because there is no optical propagation loss in the external
cavity and the photon lifetime is increased by increasing the external cavity length. In addition, when

photons travel in the external cavity, there is no power-dependent refractive index; this is the reason for

including the factor
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + α2lw

p
in Eq. (3.4.6).

In fact, if the antireflection coating is perfect such that R2¼0, this ideal external cavity laser can be

defined as an extended-cavity laser because it becomes a two-section one, with one of the sections pas-

sive. With R2¼0, α2 and α3 in Fig. 3.4.7 will be wavelength independent and in this case, the laser

operation will become very stable and the linewidth is no longer a function of the phase of the external

optical feedback. The extended-cavity LD linewidth can simply be expressed as (Hui and Tao, 1989)

Δv¼ Δv0

1 +
τe
τ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + α2lw

q (3.4.7)

Grating-based external cavity lasers are commercially available and they are able to provide >60nm

continuous wavelength tuning range in the 1550-nm wavelength window with<100kHz spectral line-

width. Rapid technological advancement in micro-optics, precision mechanics, and micro-mechanical

machining has enabled miniaturized and low-cost external cavity lasers with sub-100kHz linewidth

and high reliability. This in turn revived the interest in the research and development of coherent optical

communication systems which utilize optical phase as an information carrier. More details of coherent

communication will be discussed in Chapter 9.

In practical optical systems using semiconductor lasers, external optical back reflections often exist

from fiber connectors and interfaces of optical components. The strengths and phases of these

unwanted optical feedbacks vary randomly, affected by the temperature and mechanical stress of

the optical fiber. Thus, laser linewidth can be made very unstable, especially when the optical feedback

is originated from a distance far away from the LD. This can be understood through Eq. (3.4.6): a long

external cavity length results in a longer delay τe and a larger feedback parameter k. Sufficiently high

optical feedback level can result in the coherence collapse (Schunk and Petermann, 1988) of the laser
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emission and also significantly enhanced intensity noise. In order to avoid this performance degrada-

tion, a single-frequency LD used in high-speed optical communication system usually has to have an

optical isolator inserted between the LD and the output optical fiber pigtail, which allows the optical

signal to travel only in one direction (see Fig. 3.5.4).
3.5 VCSELs AND ARRAYS
As discussed in Section 3.3, the basic requirement of laser operation requires optical gain of the active

material and an optical cavity to initiate self-sustained oscillation and to create stimulated emission. An

edge-emitting laser cavity, illustrated in Fig. 3.3.1 is usually formed by an optical waveguide which

provides optical confinement and a partial reflection mirror on each end of the waveguide to form

the cavity. Lasing threshold Ith can be reached when the roundtrip optical gain inside the cavity is equal
to the overall loss which includes material loss and mirror loss. As the waveguide is made on planar

substrate through epilayer growth, photolithographic patterning and etching, its thickness and width

can be well controlled, but the cross section is typically rectangle with the thickness much smaller than

the width. Thus, the transversal mode field pattern emitted by a diode laser does not fit well with that of

an optical fiber that has a circular cross section. Although one-dimensional (1D) diode laser array can

be made on the same wafer with multiple waveguides in parallel, it is not feasible to make a two-

dimensional (2D) diode laser array on a single wafer, as it would essentially require a three-

dimensional (3D) photonic integration process.

As illustrated in Fig. 3.5.1A, a VCSEL is based on surface emission in which the direction of light

emission is perpendicular to the wafer plane. The active layer PN junction of the VCESL is sandwiched

between two parallel reflectors formed by multilayer DBR. The DBRs are highly reflective, to form a

vertical cavity. The active layer thickness d is typically less than 0.5μm, and thus the accumulated

optical gain over a roundtrip of the extremely short optical cavity is small. The reflectivity of each

DBR has to be high enough, typically more than 99.9%, to minimize the mirror loss so that the lasing

threshold gain condition can be achieved.
(A) (B)

FIG. 3.5.1

(A) Illustration of VCSEL structure, and (B) InP-based VCSEL structure reported in Rodes et al. (2013) operating in

1550nm wavelength. BTJ, buried-tunnel-junction; BCB, BenzoCycloButhene.



112 CHAPTER 3 LIGHT SOURCES FOR OPTICAL COMMUNICATIONS
Lateral confinement of light emission is accomplished by oxide layers which restrict current injec-

tion only into a small diameter,D, of the active region. The reflectivity of Bragg gratings is wavelength
selective which determines the emission wavelength of the VCSEL device within the bandwidth de-

fined by the semiconductor bandgap structure. Fig. 3.5.1B is an example of an InP-based buried-tunnel-

junction (BTJ) VCSEL structure (Rodes et al., 2013) operating in 1550nm wavelength window

designed for optical communication. Benzocyclobuthene (BCB) spacer layers are used to allow for

the reduction of parasitic effects so that the device can be used for high-speed modulation. More de-

tailed description of this VCSEL structure can be found in Mueller et al. (2011).

In comparison to an edge-emitting diode laser, a VCSEL has a much smaller active cavity volume.

For example, the waveguide of a typical edge-emitting diode laser has a length of L¼300μm, a width

of W¼3μm, and an active layer thickness d¼0.01–0.1μm, and thus the active cavity volume is be-

tween 9 and 90μm3. Whereas for a VCSEL, the typical diameter is on the order of 5μm, with the ac-

tively layer thickness d of 0.01–0.5μm, and thus the active cavity volume is roughly between 0.02 and

10μm3. The extremely short cavity length, and thus small cavity volume, has several important impli-

cations on the laser performance.

First, the FP cavity formed between the two DBRs has very wide free-spectral range (FSR) deter-

mined by FSR¼λ2/(2neffL), where neff is the effective index of the material at the lasing wavelength λ,
and d is the cavity length. For a L¼10μm, λ¼1.55μm, and neff¼3.4, the FSR is approximately 35nm,

which is two orders of magnitude wider than a typical edge-emitting diode laser. Note that the optical

cavity length L of a VCSEL is larger than the thickness d of the active layer because of the dielectric

buffer layers on both sides of the active layer within the cavity. This wide FSRmakes it easier to select a

single longitudinal mode with the wavelength-dependent reflectivity of the DBR.

Second, the small active cavity volume results in a low threshold current. In the steady state,

Eq. (3.3.21) shows that the threshold current density Jth is related to the threshold carrier density

Nth by Jth¼qdNth/τ, where q is the electron charge, d is the active layer thickness, and t is the carrier
lifetime. Use the cavity volume V as a parameter, the threshold current Ith should be linearly related to V
by Ith¼qVNth/τ, where V¼π(D/2)2 withD the VCSEL active area diameter.We can further express the

relationship between threshold current and the mirror reflectivity by using Eqs. (3.3.14), (3.3.15), and

(3.3.20),

Ith ¼ qV

τ
N0 +

α� ln RtRbð Þ= 2Lð Þ
Γa

� �
(3.5.1)

where N0 is the transparency carrier density, a is the differential gain, Γ is the confinement factor, Rt

and Rb are power reflectivities of the top and the bottom DBR mirrors at the lasing wavelength, α is the

material absorption per unit length, and L is the cavity length. Eq. (3.5.1) also shows the important

impact of mirror loss on the threshold current. As the mirror loss, defined byαm¼ � ln(RtRb)/(2L),
is inversely proportional to the cavity length L, DBR reflectivities R1 and R2 need to be very close

to 100% for a VCSEL with very short cavity.

Third, because of the small cavity volume, although the threshold current is small, the output power

of each VCSEL can also be small, which is limited by the maximum allowable current density into the

device active region. Based on Eq. (3.3.26), when operating above threshold, the output optical power

is linearly proportional to the injection current density J and the cross section area A as
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Popt ¼ ηext
J�Jthð ÞAhv

q
(3.5.2)

where hv is the photon energy, and ηext¼αm/(αm+α) represents the external efficiency. In practice the
maximum allowable current density is determined by the quality of the semiconductor material as well

as thermal dissipation of the device. Currently, a single VCSEL of 25μm2 emitting area can have sub-

milliamp threshold current and is able to provide up to a few mW optical power.

Because of the high photon density in a small cavity volume, the effective carrier lifetime in a

VCSEL can be very short, and the relaxation oscillation frequency is typically higher than that of

an edge emission diode laser. Thus, a VCSEL can have high modulation bandwidth for optical com-

munication applications.
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FIG. 3.5.2

Performance of a 1550nmwavelength VCSEL with D¼5μm active area aperture diameter and L¼2.5μm vertical

cavity length. (A) P–I curve for device operated at different temperature and the inset shows the emission optical

spectrum. Dashed lines show current-voltage relations. (B) Modulation response as the function of the

modulation frequency at different bias currents and at 20°C temperature (Rodes et al., 2013).
Fig. 3.5.2 shows the performance of a VCSEL designed for operating at 1550nm wavelength with

the structure shown in Fig. 3.5.1B. The active area aperture diameter isD¼5μm, and the vertical cavity

length is L¼2.5μm. P–I curve shown in Fig. 3.5.2A indicates that at room temperature, approximately

3mW output power can be obtained before saturation at 10mA injection current. At this operation

point, the forward biasing voltage is approximately 1.5V, so that the electric power consumption is

15mW, and the electric-to-optical power-conversion efficiency is about 25%. The inset in

Fig. 3.5.2A shows that the VCSEL operates in a single mode with a side-mode suppression of

>40dB. Fig. 3.5.2B shows the modulation response of the VCSEL as the function of the modulation

frequency at different bias currents. S21 is the network analyzer transfer function representing the

power ratio between the output optical signal and the modulating electric signal as the function of mod-

ulation frequency. A 3dB bandwidth of 20GHz was obtained with this VCSEL.

Because of the unique device structure and fabrication process, the most promising application of

VCSELs is the used of VCSEL array. As illustrated in Fig. 3.5.3, light emitted from a 2D VCSEL array
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fabricated on a planar wafer can be coupled into an array of optical fibers through a planar microlens

array. Each VCSEL as a pixel can be individually encoded with data through direct modulation of the

injection current. This spatial division multiplexing can significantly increase the overall capacity of

the system, which is especially useful for optical interconnection inside datacenters where ultra-high-

speed data delivery is needed but for relatively short distances.
Planar microlens Put-in microconnector

PML SMF

Optical fiber array
TerraceVCSEL array

Reference plane

Laser sub-mount

FIG. 3.5.3

Illustration of coupling light from a VCSEL array to a fiber array (Iga, 2000).
So far, VCSELs have been produced for emitting at various wavelength windows from visible to

infrared for different applications using different semiconductor materials and photonic structures. The

output power of each VCSEL can be increased by increasing the active area. For example, for short-

distance interconnection using plastic fiber with a large core diameter of>100μm, large area VCSELs

can be used with more than 10mW optical power.

In addition to the application in optical communications, high-power VCSELs are also prominent

candidates as energy-efficient light sources for illumination. For such applications, electrical to optical

power-conversion efficiency is the most important parameter. This power-conversion efficiency can be

expressed as

ηPC ¼
Popt

IVb
¼ ηext

hv

qVb

1� Ith
I

� �
(3.5.3)

where Vb is the bias voltage so that IVb is the electric power. Because the threshold current Ith is low and

the external efficiency ηext is high in a VCSEL, the power-conversion efficiency can reach to almost

50% in commercial VCSEL array devices. Fig. 3.5.4A is a scanning electron microscope (SEM) image

of an actual high-power VCSEL. The active layer is made of multiple quantum wells structure. Elec-

trons and holes are injected via the conductive DBRs and the current is confined to the emission area by

a high Al-content oxide insulation layer (Moench et al., 2015). The active emission area has a size of

typically 4–20μm in diameter, which emits approximately 1–30mW optical power. Fig. 3.5.4B shows

a top view image of a VCSEL array. With 8μm diameter active emitting area of each pixel and 40μm
separation between adjacent pixels, approximately 2500 VCSELs can be made on a 2�2mm2 wafer
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area with 8 W total optical power (Moench et al., 2015). This device can be used for a variety of ap-

plications such as illumination and imaging.
FIG. 3.5.4

(A) Illustration of a cross section through a single top-emitting VCSEL superimposed to a SEM picture. (1) vertical

light emission, (2) active layer area without current injection, (3) active layer area with current injection, (4)

conductive DBRs, (5) metallic ring contact, and (6) oxide layer. (B) Plan view image of VCSEL array (Moench

et al., 2015).
Recall that an LED, discussed in Section 3.2, is based on the spontaneous emission with light prop-

agation in all directions. A large portion of the optical power generated inside the active region is

trapped inside the device because of the total internal reflection, and thus the external efficiency ηd
is very small. In comparison, a VCSEL, based on the stimulated emission, has much better external

efficiency because the light is emitted only in the vertical direction, and no total internal reflection

is expected. Therefore, high-power VCSEL arrays can eventually replace LEDs for illumination be-

cause of their superior power efficiency.
3.6 LD BIASING AND PACKAGING
From a practical application point of view, as the optical power of a diode laser is linearly proportional

to the injection current when biased above the threshold, the driving electronic circuit has to be a cur-

rent source instead of a voltage source. The equivalent electrical circuit of a diode laser is an ideal diode

with a series resistance as shown in Fig. 3.6.1A.

It is well known that the relation between the current, ID, and the voltage, VD, of a diode is

ID ¼ Is exp qVD= nkBTð Þ½ � (3.6.1)

where Is is the saturation current, q is the electron charge, T is the absolute temperature, kB is the Boltz-
mann’s constant, and n is an ideality factor of the diode. When a series resistance Rs is introduced, the

external current (ID) voltage (VB) relation is then,
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FIG. 3.6.1

(A) Equivalent electrical circuit of a laser diode and (B) voltage vs current relation of a diode laser with 0.1Ω series

resistance.
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ID ¼ Is exp q
VB�RsID
nkBT

� �
(3.6.2)

The series resistance RS is primarily caused by the Ohmic contact of the electrode, which is usually less

than 1Ω. For a practical LD used for telecommunication transmitter, the voltage VB is on the order of

1.5V at the operation point with a reasonable output optical power. For example, assume a saturation

current Is¼10
�13 A, an ideality factor n¼2, and a series resistance Rs¼0.1Ω, current-voltage relation

is shown in Fig. 3.6.1B. An injection current increase from 0.1 to 1A corresponds to a very small volt-

age increase of less than 0.2V, which is also sensitive to the operation temperature of the LD. As the

optical power of a LD is proportional to the injection current, the electrical driver needs to be a current

source instead of a voltage source.
(A) (B)

FIG. 3.6.2

(A) Illustration of diode laser P–I curve at different junction temperatures and (B) threshold current as a function of

junction temperature.
Threshold current and optical power efficiency are two key parameters of a diode laser, both of them

are sensitive to the junction temperature T. The threshold current Ith increases with the junction tem-

perature exponentially as Ith¼Aexp(T/T0), where A is a proportionality factor and T0 is the
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characteristic temperature ranging from 40 to 120K depending on the material and laser structure.

Fig. 3.6.2A illustrates the laser P–I curves at different junction temperatures, and Fig. 3.6.2B shows

the threshold current as the function of the temperature, assuming A¼0.1mA, and T0¼60K were

assumed.

Fig. 3.6.3 shows an example of LD biasing circuit based on a high-power bipolar junction transistor

(BJT), and two operational amplifiers. A straightforward circuit analysis indicates that the DC bias

current flowing through the LD is (Vcc�V1)/Re, where, Vcc is the DC power supply voltage and V1

is the voltage at the DC biasing circuit input as marked in Fig. 3.6.3. Here, the LD driving current

is linearly proportional to the voltage difference Vcc�V1, and V1¼VccR4/(R3+R4) can be adjusted

by changing the resistance R4. The AC signal to be modulated on the LD can be amplified by an invert-

ing voltage amplifier, and added to the DC bias through a capacitor. The overall current ID is then a

superposition of DC and AC components as

ID ¼Vcc
1�R4= R3 +R4ð Þ

Re
+
vsR2=R1

Re
(3.6.3)
FIG. 3.6.3

Example of laser diode-biasing circuit based on a trans-conductive amplifier stage.
Fig. 3.6.4A shows the picture of a LD chip onmounted on a heat sink. As the size of the electrode on top

of the LD chip is very small and fragile, it is usually connected to a staging metal pad through very thin

gold wires, and the wire for external connection to the driver electrical circuit is soldered to this metal
(B)

LD chip

Heat sink
Wire

Metal pad

Insulator

(A)

FIG. 3.6.4

(A) Picture of diode laser on heat sink and (B) picture of cylindrical packaged diode laser.
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pad. The heat sink can also be mounted on a larger heat sink which helps dissipate the heat generated by

the diode laser chip when driven by a large injection current. Fig. 3.6.4B shows the picture of a sealed

cylindrical package for a diode laser. A collimating lens can be added in front of the LD so that the laser

beam emitted from the exit window is collimated.

For lasers used for high-speed optical communication systems, the requirement of temperature sta-

bilization is more stringent than for other applications. The reason is that the junction temperature of a

LD not only affects the threshold current and power efficiency, but also significantly affects the emis-

sion wavelength through the temperature sensitivity of the refractive index. As a rule of thumb, for an

InGaAsP-based DFB laser operating in the 1550nm wavelength window, each one °C change of junc-

tion temperature may introduce as much as 0.1nm change of the emission wavelength. Thus, a tem-

perature stability of better than 0.1°C is usually required for lasers diodes used for wavelength division

multiplexed optical systems, in which each channel has its assigned narrow wavelength window.

Fig. 3.6.5A shows the configuration of a fiber pigtailed LD typically used in fiber-optic commu-

nication systems. In this configuration, the laser chip is mounted on a heat sink, and the emission is

collimated and passes through an optical isolator to avoid the impact of external optical reflection
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FIG. 3.6.5

(A) Configuration of a diode laser package used for fiber-optic communication systems, (B) pin assignment of a

standard 14-pin butterfly package of a laser diode, (C) bench-top external cavity tunable laser instrument, and (D)

integrated tunable laser assembly (ITLA) for optical communication systems. ((C) Used with permission from

Keysight and Santec. (D) Used with permission from Neophotonics.)
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on the LD performance. After the isolator, the collimated optical beam is refocused and coupled into an

optical fiber through another lens. A photodiode mounted on the left side of the laser chip is used to

monitor the optical power emitted from the back facet of the LD, which is in fact linearly proportional

to the power emitted from the right-side laser facet.

The temperature of the heat sink is monitored by a thermistor buried inside the heat sink, and the

reading from the thermistor is used to control the thermoelectric cooler (TEC), known as a Peltier,

through an electronic feedback circuit. All the elements are hermetically sealed inside a metal case

to ensure the mechanical and optoelectronic stability, and reliability for commercial applications.

The pin assignment of the standard 14-pin butterfly package is shown in Fig. 3.6.5B.

More sophisticated wavelength tunable semiconductor lasers have been developed with narrow

spectral linewidths in the external-cavity configurations. Fig. 3.6.5C shows examples of narrow line-

width tunable lasers made as bench-top equipment which are mainly used in laboratories. Because of

the very stringent stability requirement of external cavity, mechanical structure has to be well designed

with temperature stabilization and motion control to provide continuous tuning of lasing wavelength

and to guarantee the narrow spectral linewidth at each wavelength. Integrated Tunable Laser Assembly

(ITLA) shown in Fig. 3.6.5D is another format of external cavity LD but with a much smaller footprint.

ITLA is usually made with micro-electro-mechanical system (MEMS) for external cavity tuning and

stabilization, and is commonly used in fiber-optic systems requiring coherent detection. An ITLA usu-

ally guarantees<100kHz spectral linewidth, but wavelength tuning may not be continuous. Instead, it

may only provide discrete wavelengths specified by the International Telecommunication Union (ITU)

wavelength grid for dense wavelength division multiplexing (DWDM) systems.

Although the fabrication of diode laser chips can be cost effective and each processed 6-in. semi-

conductor wafer can be cleaved into a large number of LDs, packaging appears even more challenging

for cost reduction. The packaging including fiber coupling, optical isolation, temperature control, and

power monitoring usually constitutes more than 80% of the total cost of a LD used in the transmitter of

a fiber-optic communication system.
3.7 SUMMARY
In this chapter, we have discussed semiconductor-based light sources often used for optical commu-

nications, primarily LEDs and LDs. In order to make light sources, direct-bandgap semiconductor ma-

terials have to be used with appropriate bandgap energy to provide the desired emission wavelength.

Photons can be generated when electrons and holes recombine inside a forward-biased pn junction with

proper carrier confinement. We have explained a few important concepts in semiconductor light

sources including: direct bandgap vs. indirect bandgap semiconductors, radiative recombination vs.

nonradiative recombination, spontaneous emission vs. stimulated emission, and homogeneous broad-

ening vs. inhomogeneous broadening.

For electrically pumped light sources such as LEDs and LDs, the ideal electron to photon-

conversion efficiency is hv/q [W/A] with hv the photon energy and q the electron charge. That means

every electron is used to generate a photon. However, in practical devices, this conversion efficiency is

reduced by both quantum efficiency and external efficiency, where the former is related to the ratio

between radiative recombination and nonradiative recombination, and the later is defined by the per-

centage of generated photons that can emit out of the device. An LED is based on the spontaneous
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emission which does not have any preference of direction, and thus only a small percentage of the gen-

erated photons can escape while others are trapped inside the high index material by total internal re-

flection. This results in a low external efficiency. An LED also has broad spectral width and the

spontaneously emitted light is considered incoherent. In comparison, a LD is based on highly direc-

tional stimulated emission, so that the external efficiency can be much higher when operating above

threshold. Generation of stimulated emission in a LD requires gain and phase conditions to be met for

each roundtrip in the cavity, and the emission is highly coherent.

Major parameters such as threshold current, slope of the P–I curve above threshold, as well as the
modulation response of a LD can be predicted by rate equation analysis which describes dynamic in-

teractions between carrier density and photon density inside the laser cavity. We have discussed the

importance of linewidth enhancement factor in a LD which is originated from the carrier density-

dependent refractive index of the semiconductor material. Linewidth enhancement factor is responsible

for the relatively broad spectral linewidth as well as modulation chirp which are both unique for diode

lasers.

Our analysis of longitudinal modes started with resonance in a FP cavity in which the roundtrip

phase condition is satisfied by many equally spaced frequencies. Although the material gain is band

limited, the gain bandwidth is usually not narrow enough to select a single longitudinal mode. Thus, a

LD based on the FP cavity generally has multiple longitudinal modes. Readers must not be confused

betweenmultimode fiber andmulti-longitudinal mode laser: the former refers to multiple spatial modes

while the later normally refers to multiple discrete wavelength components. Because all the longitu-

dinal modes in a LD share the same pool of carrier density inside the cavity, they compete with each

other dynamically. As a consequence, the power of each individual mode fluctuates as the function of

time, known as mode partition noise.

A number of cavity structures have been developed for mode selection, and the most popular ones

are DFB, DBR, and external cavity. While DFB and DBR are good in realizing high SMSR, external

cavity structure is most effective to narrow the spectral linewidth by the significantly increasing photon

life in the passive external cavity. However, fabrication of lasers with long external cavities for prac-

tical applications is not trivial because of the extremely stringent requirements in optical alignment

accuracy and stability. Recent development in MEMS-based external cavity lasers avoided bulky me-

chanical apparatus. This technology enabled narrow linewidth Micro Integrable Tunable Laser Assem-

bly (μ-ITLA), which is the key component for fiber-optic systems with coherent detection.

We have also introduced VCSELs in this chapter. Because of the unique cavity structure and fab-

rication process, VCSELs can be easily made into 2D arrays for low-cost optical interconnection, as

well as for display and energy-efficient illumination.

Practical applications of LEDs and diode lasers require appropriate packing and biasing electronic

circuits which have been discussed in the last section of this chapter. As the terminal electric charac-

teristic of either an LED or a diode laser is just like a junction diode, a constant current source has to be

used for biasing, and a trans-conductive electrical amplifier has to be used to convert a voltage signal

into a current signal to drive an LED or a diode laser.

LEDs and LDs are major light sources for fiber-optic communications. Physical mechanisms, de-

vice operation principles, and major parameters of semiconductor-based light sources discussed in this

chapter are critically important in the design, performance characterization, and maintenance of fiber-

optic communication systems and networks.
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1. The bandgaps of InGaN, GaAs, and InGaAsP are 3.06, 1.24, and 0.8eV, respectively. These are

all direct bandgap semiconductor materials. What would be the emission wavelength if each of

them is used to make semiconductor laser?

2. Consider an LED operating in 800nm wavelength window with 3% external efficiency. The

radiative and nonradiative recombination carrier lifetimes are 2 and 8ns, respectively.
(a) In order to have 2mW output optical power, what is the required electrical current?

(b) What is the 3dB optical modulation bandwidth of this LED?

(c) What is the 3dB modulation bandwidth in electrical domain?
3. An LED operating in 1310nm wavelength window has 5% external efficiency and 80% internal

efficiency. An electrical signal used to modulate this LED is I(t)¼ IB+ Imcos(ωt), where
Im¼20mA. What is the minimum bias current IB so that the output optical power waveform has

no distortion? What is the average optical power, and what is the peak optical power?

4. Assume the gain parameter of a semiconductor material has a parabolic shape g(λ)¼
g0{1� [(λ�λ0)/Δλg]2}, where λ0¼1550nm and Δλg¼15nm. The length of the laser cavity is

L¼400μm, and refractive index of the material is n¼3.6. Please find the number wavelengths

which satisfy the phase condition and with g	0.5g0.

5. A laser cavity is formed by the Fresnel reflections between two cleaved facets. The refractive

index of the laser cavity is n¼3.5, and the absorption parameter is α¼30cm�1. At which cavity

length, L, the mirror loss is equal to the absorption loss in the laser cavity?

6. A semiconductor laser emits in 1550nm wavelength band, the cavity length is 350μm, the

refractive index inside the laser cavity is n¼3.43 and the confinement factor is Γ¼0.1.
(1) What is the wavelength spacing between adjacent lasing modes?

(2) If the material absorption coefficient for the field is α¼100cm�1, find the threshold gain

coefficient gth¼? (here consider optical feedback is only caused by the Fresnel reflections of

normal incidence)

(3) Operating above threshold, what is the external efficiency?

(4) For 10mA injection current increase, what is the corresponding output optical power

change?

(5) Find the ratio between the optical modulation bandwidth and the corresponding electrical

bandwidth:
f3dB opticalð Þ

f3dB electricalð Þ ¼ ?
7. A semiconductor laser has two sections as shown in the following figure. The semiconductor

section has the length L1¼200μm, refractive index n1¼3.4, power absorption coefficient

α1¼50cm�1. For the air section, the length is L2¼500μm, the refractive index is n0¼1, and both

the gain and the absorption coefficients are zero in the air (α0¼0, g0¼0). Assume the

confinement factor is Γ¼1, everywhere.
The laser operates in the 1550nm wavelength window. (For simplicity, assume the light is

perfectly collimated in the air section as illustrated in the figure.)
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(a) Write the phase condition of this laser and find the wavelength separation Δλ between

adjacent modes (around the lasing wavelength of 1550nm).

(b) Write the threshold gain condition of this laser (symbolically), and find the threshold power

gain coefficient g1th.
(c) Assume the internal quantum efficiency is 100%, find the external efficiency ηext of this laser

above threshold.
8. Consider a laser cavity with volume V¼dlb, as shown in the following figure, the static rate

Eqs. (3.3.17) and (3.3.18) for carrier and photon densities can be converted into rate equations for

carrier and photon populations.
I

q
¼ n

τ
+GN n�n0ð Þp

GN n�n0ð Þp� p

τph
+ rsp ¼ 0
where I¼J � l �bis the current in [A], n¼N �V is the total carrier population which is unitless,

p¼P �V is the total photon population which is also unitless,GN¼2Γvga/V in [s�1] is the volume

differential gain, and rsp¼RspVis the volume spontaneous emission rate in [s�1].

Given: τph¼3ps, GN¼104[s�1], rsp¼0.7�1012[s�1], τ¼2ns and n0¼108

(a) Numerically solve the following equations and plot out p vs. I curve.
(b) Plot out carrier population n vs. current I.
(c) Find the threshold carrier population nth and threshold current Ith, and compare these values

with your numerical solution in (b).
9. Consider a semiconductor laser operating in 1550nm wavelength with the following parameters:

cavity length L¼400μm, reflective index n¼3.6 (assume facet reflectivity is only caused by the

Fresnel reflection between semiconductor and air), internal efficiency: 100%, material

attenuation coefficient αmaterial¼20cm�1, threshold current: Ith¼10mA.
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(a) What is the slope of thePopt� I curve above threshold in [mW/mA]? (Popt is the optical power

and I is the injection current.)

(b) What is the photon lifetime τph?
(c) If the electric signal of the injection current isI(t)¼ I1cos(ω1t)+ I2cos(ω2t) with I1¼20mA

and I2¼10mA, what is the minimum bias current such that the signal is not distorted?
10. A laser emitting at 1550nm wavelength has cavity length l¼400μm, width w¼8μm, and

thickness d¼0.2μm, so that the volume is V¼6.4�10�16 m3. The refractive index is n¼3.6 so

that the facet reflectivity is R¼32%. Assume the spontaneous emission factor is

Rsp¼2�1027s�1m�3 and the linewidth enhancement factor is αlw¼5. For the optical power from

one laser facet is Popt¼20mW, (a) what is the photon density inside the laser cavity, and (b) based

on the modified Scholow-Towns formula what is the spectral linewidth?

11. For a LD with spontaneous emission factor Rsp¼1027s�1m�3, photon lifetime τph¼2ps,
differential gain a¼1.5�10�19m2, confinement factor Γ¼0.2, transparency carrier density

N0¼2�1023m3, and the group velocity vg¼8.3�107m/s. When the laser is operating above

threshold with the photon density inside the cavity is P¼5�1020m�3, (a) what is the normalized

carrier density difference with respect to the threshold value? [i.e., (N�Nth)/Nth¼?], please pay

attention to the sign of (N�Nth) and explain the physical meaning, and (b) if the spontaneous

emission carrier lifetime is τ¼2�10�9s, what is the effective carrier lifetime τeff considering
stimulated emission?

12. The spectral density of laser emission has a Lorentzian shape with 10MHz spectral width at�3dB

(known as FWHM). (a) What is the spectral width at�20dB level? and (b) what is the coherence

length of this laser in free space?

13. A single-frequency LD operating in 1550nm wavelength has the linewidth enhancement factor

αlw¼6. The optical power of the laser is modulated by a sinusoid such that P(t)¼10+5cos(2πft)
in [mW] with f¼5GHz. (a) What is the maximum optical frequency deviation caused by this

modulation? (b) If the modulated laser output is launched into a standard single-mode fiber with

L¼80km length and D¼16ps/nm/km dispersion parameter, what is the maximum differential

delay of the optical signal caused by the modulation chirp? Please discuss if this system is limited

by the modulation chirp and why?

14. A LD emits 10mW constant optical power with a flat RIN spectral density of �130dB/Hz. What

is the electrical bandwidth so that the standard deviation of optical power fluctuation is less than

0.1mW?

15. For a DFB laser based on first-order Bragg grating, and the refractive index of the semiconductor

material is n¼3.6, (a) in order for the Bragg wavelength to 1540.8nm, what is the grating period?

and (b) if the cavity length is 400μm, what is the width of the stop band?

16. A LD has a cavity length of L¼300μm, refractive index n¼3.5, linewidth enhancement factor

αlw¼5, and the spectral linewidth of 100MHz. Amirror is placed at one side of the laser to form an

external cavity with the effective reflectivity R3¼0.1, and the refractive index in the external

cavity is ne¼1. The facet reflectivity of the LD facing the external cavity is R2¼0.05. In order to

reduce the spectral linewidth to 1MHz, what should be the length of the external cavity? (Assume

that the phase of the external feedback can be precisely controlled.)
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17. Consider the same LD as described in problem 16, (cavity length L¼300μm, refractive index

n¼3.5, linewidth enhancement factor αlw¼5, and the spectral linewidth of 100MHz). But both of

the two laser facets have the same reflectivityR2¼0.3. The laser output is coupled into a single-mode

fiber, and there is a connector which is 1m away from the LDwith�80dB optical power reflectivity

(R3¼10�8) (assume refractive index of the fiber is 1.5). The phase of the optical feedback cannot be

controlled, what will be the worst-case (the widest) spectral linewidth of this laser?

18. A semiconductor laser emitting at 850nm wavelength has the current-voltage relation following

the typical diode equation of (3.5.2), where VB¼1.5V, Is¼10
�13 A, n¼2, and T¼300K and

assume the internal resistance is negligible (Rs¼0) for simplicity. This laser has an internal

material loss α¼10 cm�1, mirror loss αm¼15 cm�1, and a threshold current Ith¼30mA.
(a) What is the applied voltage to reach the threshold?

(b) What is wall-plug efficiency (the ratio between optical power and electrical power) at the

optical power of 100mW?

(c) Please plot the what relation between the optical power and the applied voltage in the region

between threshold and the operating point (Popt¼100mW). If the applied voltage is increase

for 10% from the operating point, what is the percentage of the optical power increase

corresponding? Compare that to the case when the injection current is increased by 10% and

discuss why a current source is usually required for the driving electrical circuit (instead of a

voltage source).
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INTRODUCTION
Photodetector is the key device in the front end of an optical receiver that converts the incoming optical

signal into an electrical signal, known as O/E convertor. Semiconductor photodetectors, commonly

referred to as photodiodes, are the predominant types of photodetectors used in optical communication

systems because of their small size, fast detection speed, and high detection efficiency. Similar to the

structures of laser diodes, photodiodes are also based on the PN junctions. However, unlike a laser
uction to Fiber-Optic Communications. https://doi.org/10.1016/B978-0-12-805345-4.00004-4
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diode in which the PN junction is forward biased, the PN junction of a photodetector is eversely biased

so that only a very small reverse saturation current flows through the diode without an input optical

signal. Although the basic structure of a photodiode can be a simple PN junction, practical photodiodes

can have various device structures to enhance quantum efficiency. For example, the popular PIN struc-

ture has an intrinsic layer sandwiched between the p- and n-type layers, and that is why a semiconductor

photodetector is also known as a PIN diode. An avalanche photodiode (APD) is another type of often
used detector that can introduce significant photon amplification through avalanche gain when the bias

voltage is high enough.

Ideally, a photodiode translates each photon of the received optical signal into a free electron instan-

taneously so that the photocurrent is linearly proportional to the power of the optical signal. However,

for a practical semiconductor material, not every incoming photon is able to create an electron, which

can be caused by non-efficient photon absorption and carrier collection. The speed of photodetection

can also be limited by carrier transient effect and the RC parasitic of the electric structures. Thus, the

responsivity and the detection speed of a photodiode depend on a number of factors including the band-

gap structure of the semiconductor, material quality, device photonic structure, and electrode design.

In addition, a practical photodiode also generates noises in the photodetection process, which is

especially detrimental to the performance of an optical communication system by introducing

signal-to-noise ratio (SNR) degradation. Major noise sources include shot noise, thermal noise, and

dark-current noise. Thermal noise can be reduced by increasing the load resistance, and dark-current

noise can be reduced by decreasing the reverse saturation current through material improvement and

junction structure optimization. However, shot noise cannot be reduced because it is intrinsically as-

sociated with photo-detection process, which sets the fundamental limit of the optical system perfor-

mance known as the quantum limit.

Because photocurrent is proportional to the received signal optical power which is the square of the

signal optical field, photodiode is also known as a square-law detector. This squaring process can gen-

erate mixing products between different frequency components of the received optical field, as well as

the mixing between optical signal and the broadband optical noise which introduces beating noises in

the electric domain. The properties of these additional noises will be discussed in Chapter 5 where

optical amplifiers are introduced.

The last section of this chapter introduces the basic structure and applications of photovoltaic (PV)

and charge-coupled devices (CCDs). Although PV and CCD are both based semiconductor PN or PIN

structures converting photons into electrons, their main parameters and specifications are quite differ-

ent from those of photodiodes for communications. For example, PV, as energy-harvesting device,

does not require high detection speed so that reverse electric biasing is not necessary. On the other

hand, CCD, as a primary imaging acquisition device, requires programmable charge transfer and stor-

age, low dark charge, and large dynamic range are most desirable.

This chapter is intended to introduce the basic concept of photodetection as well as key parameters

and definitions of photodiodes relevant for various applications including fiber-optic communications.
4.1 PN AND PIN PHOTODIODES
The homojunction between a p-type and an n-type semiconductor shown in Fig. 4.1.1 is similar to that

in Fig. 3.1.1. The Fermi levels for the p- and n-type sections are, respectively,
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EF,p ¼E
pð Þ
Fi �kT ln

Na

n2i

� �
(4.4.1a)

EF,n ¼E
nð Þ
Fi + kT ln

Nd

n2i

� �
(4.1.1b)

where k is the Boltzmann’s constant, T is the absolute temperature,Na is the electron doping densities on

the p-type side andNd is the hole doping density on the n-type side, and ni is the intrinsic carrier density.
EFi
(p) and EFi

(n) are intrinsic Fermi levels of the p- and n-type sections. When the p- and n-type doped

sections are put together with intimate contact, their Fermi levels will align under thermal equilibrium

so that EF, p¼EF, n¼EF, while their intrinsic Fermi levels will separate, and the energy level offset is

E
pð Þ
Fi �E

nð Þ
Fi ¼ kT ln

NdNa

n2i

� �
(4.1.2)

This is equivalent to an electrical potential barrier across the pn junction (Neamen, 2003),

ΔVpn ¼E
pð Þ
Fi �E

nð Þ
Fi

q
¼ kT

q
ln

NdNa

n2i

� �
(4.1.3)

where q is the electron charge.

Near the p–n interface, the p-type section becomes negatively charged because the loss of holes, and

the n-type section becomes positively charged because the loss of electrons. The density of the trapped

charges is �Na and Nd, respectively, determined by the doping density as shown in Fig. 4.1.1C. The

space-charged regions extend from �xp in the p-side to xn in the n-side. The Gauss’s Law of electro-

magnetics tells that the divergence of the electrical field is proportional to the charge density and thus,

the electrical field Ex inside the space-charged region can be found through an integration as

Ex xð Þ¼
�qNa

εsε0
x+ xp
� �

for �xp < x� 0

qNd

εsε0
x�xnð Þ for 0� x< xn

8>><
>>:

(4.1.4)

where εs is the relative dielectric constant of the semiconductor material and ε0 is the dielectric constant
of vacuum. The maximum value of the built-in electrical field is at the p–n interface (x¼0), where

Emax¼qNdxn/(εsε0)¼qNaxp/(εsε0). Due to charge conversion constrain, Ndxn¼Naxp is always true.

The electrical potential barrier across the pn junction is equal to the integration of the electrical field,

which can be obtained through Eq. (4.1.4)

ΔVpn ¼
ð∞
�∞

Ex xð Þdx¼ q

2εsε0
Ndx

2
n +Nax

2
p

� �
(4.1.5)

Consider the charge conversion constrain, Ndxn¼Naxp, we can find

xn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2εsε0ΔVpn

q

Na

Nd

� �
1

Nd +Na

s
(4.1.6a)

xp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2εsε0ΔVpn

q

Nd

Na

� �
1

Nd +Na

s
(4.1.6b)

The total width of the space-charged region (also known as the depletion region because all free elec-

trons and holes are depleted) is thus,



(A)

(B)

(C)

(D)

FIG. 4.1.1

(A) Energy band diagram of separate n- and p-type semiconductors, (B) energy diagram of a pn junction under

equilibrium, (C) density of space change in the junction region, and (D) electrical field distribution inside the

space-charged region.
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Wdp ¼ xn + xp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2εsε0ΔVpn

q

Na +Nd

NaNd

� �s
(4.1.7)

Unlike a laser diode where the pn junction is forward biased, a photodiode requires a reverse bias of the

pn junction. As illustrated in Fig. 4.1.2, consider a reverse bias voltage VB applied on a pn junction, the

potential barrier across the junction is increased fromΔVpn toΔVpn+VB. As the consequence, the width

of the depletion region is increased to (Neamen, 2003)

Wdp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2εsε0 ΔVpn +VB

� �
q

Na +Nd

NaNd

� �s
(4.1.8)

and the maximum electrical field inside the depletion region will be increased to

Emaxj j ¼ 2 ΔVpn +VB

� �
Wdp

(4.1.9)

As an example, assume in a silicon photodetector with the dielectric constant εs¼11.7, intrinsic carrier

density at the room temperature ni¼1.5�1010cm�3, electron and hole-doping densities at n- and
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p-type sides are equal, Na¼Nd¼1018cm�3, the built-in potential barrier is ΔVpn¼0.865 V, and the

width of the depletion region is approximately 4.73μm. With a reverse bias of VB¼5V, the potential

barrier is increased to ΔVpn¼10.865 V, the width of the depletion region will be approximately

12.3μm, and the maximum electrical field inside the depletion region will be about 9520V/cm.
FIG. 4.1.2

Energy band diagram of a pn junction with reverse bias and photocurrent generation.
Because of the strong electrical field, there are no free electrons and holes inside the depletion re-

gion. At this time, when photons are launched into this region and if the photon energy is higher than the

material bandgap (hv>Eg), they may breakup initially neutral electron-hole pairs into free electrons

and holes. Then, under the influence of the electric field, the holes (electrons) will move to the right

(left) and create an electrical current flow, called a photocurrent.
FIG. 4.1.3

Illustration of photon absorption in PN photodiode.
Fig. 4.1.3 illustrates the structure of a PN junction photodiode, in which the optical signal is injected

from the p-type side. The p- and n-regions are both highly conductive and the electrical field is built-up

only within the depletion region where the photons are absorbed to generate photocurrent. Photodetec-

tion efficiency, η, is proportional to the photon absorption within the depletion region as η∝1�exp

(�αWdp), where α andWdp are the absorption coefficient and the width of the depletion layer. Thus, it is

desirable to have a wide depletion layer for efficient optical absorption. For example with

α¼500 cm�1 and Wdp¼12 μm, the absorption efficiency is on the order of 45%.
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A well-known technique to increase photon absorption efficiency is to insert an undoped (or very

lightly doped) intrinsic layer between the p- and n-type layers to form the so-called PIN structure as

illustrated in Fig. 4.1.4.
(A)

(B)

(C)

FIG. 4.1.4

(A) Illustration of PIN structure, (B) distribution of space charge, and (C) built-in electrical field distribution.
Since the intrinsic section is not doped, the space charges are only built in the p- and n-type sections

near the interface with the intrinsic region as shown in Fig. 4.1.4. The maximum amplitude of the elec-

trical field jEmax j produced by the space charges can be evaluated in the same way as in a PN junction,

which is, jEmax j¼qNdxn/(εsε0)¼qNaxp/(εsε0). Since the charge density inside the intrinsic region is

negligible in comparison to those in the doped regions, the maximum electrical field jEmax j is main-

tained as a constant within the intrinsic region. The major advantages of a PIN photodiode structure are

that the width of the depletion region can be significantly increased and determined in the fabrication,

and the built-in electrical field is uniform in the intrinsic region. Typically, the thickness of the intrinsic

layer of a PIN photodiode is on the order of 50–100μm.

Assume that each photon absorbed within the intrinsic layer produces an electrical carrier, whereas

the photons absorbed outside the intrinsic layer are lost; the quantum efficiency η can then be defined

by the ratio between the number of electrical carriers generated and the number of photons injected:

η¼ 1�Rð Þexp �αpWP

� �
1� exp �αiWIð Þ½ � (4.1.10)

where WP and WI are the widths of p-type and the intrinsic layers and αp and αi are the absorption co-

efficients of these two layers. R is the surface reflectivity of the p-type layer which faces the input light.
Since photon absorption in the n-type layer does not contribute to the photocurrent, its width and ab-

sorption coefficient are not considered in Eq. (4.1.10). For a comparison with a PN junction, if we still

assume the absorption coefficient of α¼500 cm�1 in the depletion region, the increase of the depletion

layer thickness from 12μm in a PN structure to 50μm in a PIN structure will increase the absorption

efficiency from 45% to 92%. To obtain high detection efficiency, a PIN photodiode should have a thin

p-type region to minimize the attenuation there, and a thick intrinsic region to completely absorb the

incoming signal photons and converts them into photocurrent. An antireflection coating is also neces-

sary to reduce the reflection of the front surface.
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Another desired property of a photodiode is a sufficiently large optical window to accept the in-

coming photons. An image of a packaged large area photodiode is shown in Fig. 4.1.5A, where the

optical signal comes from the p-type side of the wafer. Because the doped semiconductor layers are

highly conductive, the reverse bias can be applied across the intrinsic layer uniformly without the metal

contacts covering the entire surface of the device as illustrated in Fig. 4.1.5B, and thus the optical win-

dow size can be made large. However, large detection area and thick intrinsic layer will inevitably

increase the response time of photodetection due to the increased RC constant and longer photon/elec-

tron transient time (Donati, 2000), which will be discussed in the next section.
(C) (D)

(A) (B)

FIG. 4.1.5

(A) Image of a packaged large area PIN photodetector, (B) illustration of the layer structure and electrodes,

(C) image of a fiber pigtailed photodiode of relatively low speed, and (D) image of a high-speed fiber pigtailed

photodiode with an RF connector.
4.2 RESPONSIVITY AND ELECTRIC BANDWIDTH
4.2.1 QUANTUM EFFICIENCY AND RESPONSIVITY
As we have discussed previously that quantum efficiency, η, is defined by the number of electrons gen-

erated for every incoming photon, which is determined by both the semiconductor material and the

structure of the photodiode. Whereas, responsivity,ℜ, is a more engineering measure of the photodiode

performance, which tells how many milliamps of photocurrent can be generated for every milliwatts of

input signal optical power. Within a time window Δt, if the photodiode receives N photons, the optical

power is P¼N �hv/Δt, where hv is the photon energy. If each photon generates an electron, that is, η¼1,

the photocurrent will be I¼N �q/Δt, so that the responsivity is ℜ¼ I/P¼q/hv, where q is the electron

charge. Considering the nonideal quantum efficiency η as explained in Eq. (4.1.5), the photodiode

responsivity will be

ℜ ¼ I mAð Þ
P mWð Þ¼ η

q

hv
¼ η

qλ

hc
(4.2.1)
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where λ is the wavelength and c is the speed of light. It is interesting to note that the responsivity is

linearly proportional to the wavelength of the optical signal. With the increase of wavelength, the en-

ergy per photon becomes smaller, and each photon is still able to generate a carrier but with a lower

energy. Therefore the responsivity becomes higher at longer wavelengths. However, when the wave-

length is too long and the photon energy is too low, the responsivity will suddenly drop to zero because

the necessary condition hv>Eg is not satisfied anymore, as illustrated in Fig. 4.2.1A. The longest wave-

length to which a photodiode can still have nonzero responsivity is called cutoff wavelength, which is

λc¼hc/Eg, where Eg is the bandgap of the semiconductor material used to make the photodiode. Typ-

ically, the spectral response of a silicon-based photodiode covers the entire visible wavelength window

with a cutoff wavelength at about 1000nm. An InGaAs-based photodiode can extend the wavelength to

approximately 1700nm as shown in Fig. 4.2.1B. In general, silicon technology is more mature thanks to

the wide application of CMOS and CCD in computer systems and consumer electronics, and the price

of silicon-based photodetectors can be orders of magnitude lower than those based on the compound

semiconductors such as InGaAs or InP. However, because the responsivity of silicon-based photode-

tectors cutsoff at 1000nm, they cannot be used for optical communication systems operating in 1310 or

1550nm wavelength windows.
(A)

(B)

FIG. 4.2.1

(A) Illustration of wavelength-dependent photodetector responsivity and the impact due to photon energy and

material bandgap and (B) responsivity of practical photodiodes based on Si and InGaAS.
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As an example, for a photodiode operating at 1550nm wavelength, if the quantum efficiency is

η¼0.85, the responsivity can be easily found with Eq. (4.2.1), as ℜ�1.06 [mA/mW]. As a rule of

thumb, for a typical photodiode, 1mW of optical power should produce about 1mA photocurrent.
4.2.2 SPEED OF PHOTODETECTION RESPONSE
The responsivity discussed in the previous section describes the efficiency of photodetection, which

can be improved by increasing the thickness of the intrinsic layer so that fewer photons can escape

into the n-type layer, as shown in Fig. 4.1.2. Larger area of photodetectors may also be desired to min-

imize the difficulty of optical alignment in the receiver. However, both of these can result in a slower

response speed of the photodiode (Anderson and McMurtry, 1966). Now let us see why.

Suppose the input optical signal is amplitude modulated as

P tð Þ¼P0 1 + kmcosωtð Þ (4.2.2)

where P0 is the average optical power, ω is the modulation angular frequency, and km is the modulation

index. The free electrons generated through photodetection are distributed along the z-direction in var-
ious locations within the intrinsic region proportional to the optical power distribution as illustrated in

Fig. 4.1.2. Assume that carrier drift velocity is vn under the electrical field; the photocurrent density
distribution will be a function of z as

J z,ωð Þ¼ J0 1 + km cosωz=vnð Þ (4.2.3)

where J0 is the average current density. The total electrical current will be the collection of contribu-

tions across the entire intrinsic layer. Assume all carriers are generated at the middle of the intrinsic

region, the photo-current is approximately,

I ωð Þ¼
ðWI=2

�WI=2

J z,ωð Þdz¼ J0WI 1 + kmsinc
ωτi
2π

� �h i
(4.2.4)

where τt¼WI/vn is the carrier drift time across the intrinsic region. Neglecting the DC parts in

Eqs. (4.2.2) and (4.2.4), the photodiode response can be obtained as

H ωð Þ¼ η

jωτt
ejωτt �1
� �¼ ηexp

jωτt
2

� �
� sinc ωτt

2π

� �
(4.2.5)

where η¼J0/P0 is the average responsivity, and sinc(x)¼ sin(x)/x. The 3-dB bandwidth of jH(ω)j2can
be easily found as approximately (Liu, 1996)

ωc � 2:8

τt
¼ 2:8

vn
WI

(4.2.6)
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Clearly, increasing the thickness of the intrinsic layer will reduce the response speed of the photo-

diode, and this effect is known as carrier transient. The velocity of carrier drift vn increases with the
increase of external bias voltage, but it saturates at a speed of approximately 8�106cm/sin silicon,

which corresponds to the field strength of about 2�104 V/cm. As an example, for a silicon-based

photodiode with 50μm intrinsic layer thickness, according to Eq. (4.2.6) the 3-dB electrical band-

width is approximately fc¼ωc/2π¼710 MHz. As the carrier mobilities in InGaAs and InP are much

higher than that in silicon, carrier drift can be much faster in these compound semiconductors, allow-

ing much high speed of photodetection. In fact, 100GHz electrical bandwidth has been reported for

InGaAs-based photodiodes for application in 1550nm wavelength high-speed optical communica-

tion systems.

Ideally, all the electrical carriers are generated inside the intrinsic region where the electrical field is

high and carrier drift is fast. But in a practical photodiode, incoming photons have to penetrate through

the p-type region before reaching to the intrinsic layer as shown in Fig. 4.1.2, and a small fraction of

photons could be absorbed to generate electrical carriers. As the doped region is highly conductive and

thus the electrical field is practically zero, there is no drift for the carriers generated there. The only

mechanism of carrier transport in the doped region is diffusion, which is usually much slower than the

carrier drift in the intrinsic region. Therefore, the diffusion of carriers generated outside the intrinsic

region may introduce a long tail after the falling edge of the impulse response.

Another important parameter affecting the speed of a photodiode is the junction capacitance, which

can be expressed as

Cj ¼ εsε0A

WI
(4.2.7)

where εs is the dielectric constant and εs is the free space permittivity of the semiconductor, and A is the

junction cross section area. For example, for a silicon photodiode with intrinsic layer thickness

WI¼500μm, and A¼3�3mm2 junction area, the capacitance is approximately 19pF. Considering

a R¼50Ω load resistance, the RC constant is on the order of tRC�1ns, which limits the electrical band-

width to 1GHz. For a photodiode requiring high detection speed, the junction area has to be made small

enough. For a photodiode used in a high-speed fiber-optic receiver, the cross section area can be made

as small as�100μm2 so that the RC constant can be small. But the optical coupling from optical fiber to

the photodiode has to be precisely aligned to avoid coupling loss.

The overall detection speed of a photodiode is determined by the combination of all the effects

discussed above. The parameter of electrical bandwidth alone may not be enough to describe the char-

acteristics of a photodiode, and a measure of time domain response may provide more details. Fig. 4.2.2

shows the photocurrent I(t) generated in a photodiode from a square optical pulse. Ideally, the rise time

tr and the fall time tf are equal tr¼ tf¼ (tt+ tRC) based on the contributions from carrier transient effect

and circuit RC parasitics. However, in a practical photodiode, the rise time may not be the same as the

fall time due to the impact of carrier accumulation and diffusion. Because of the relatively slow dif-

fusion time, carriers generated outside the intrinsic region may accumulate along with the pulse, shown

as a slightly positive slope in the photocurrent. The slow diffusion of carriers generated outside the

intrinsic region is also responsible for a long tail after the pulse as shown in Fig. 4.2.2, which may

introduce inter-symbol interference in a digital optical system.



FIG. 4.2.2

Illustration of time-domain impulse response of a photodiode.
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4.2.3 ELECTRICAL CHARACTERISTICS OF A PHOTODIODE
The terminal electrical characteristic of a photodiode is similar to that of a conventional diode; its

current-voltage relationship is shown in Fig. 4.2.3. The diode equation is

Ij ¼ ID exp
V

xVT

� �
�1

	 

(4.2.8)

where VT¼kT/q is the thermal voltage (VT�25 mV at the room temperature), 2>x>1 is a device

structure-related parameter, and ID is the reverse saturation current, which may range from pico-

ampere to nano-ampere, depending on the structure of the device. When a photodiode is forward biased

(please do not try this; it could easily damage the photodiode), current flows in the forward direction,

which is exponentially proportional to the bias voltage. On the other hand, when the photodiode is re-

versely biased, the reverse current is approximately equal to the reverse saturation current ID when

there is no optical signal received by the photodiode. Thus, ID is also called dark current which will
FIG. 4.2.3

Photodiode current-voltage relationship.
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be discussed in the next section. With the increase of the signal optical power, the reverse current lin-

early increases as described by Eq. (4.2.1). Reverse bias also helps increase the detection speed as de-

scribed in the last section. This is the normal operation region of a photodiode. When the reverse bias is

too strong (V� �VB), the diode may breakdown, where VB is the breakdown voltage.

To construct an optical receiver, a photodiode has to be reversely biased and the photocurrent has to

be amplified. Figs. 4.2.4 and 4.2.5 show two typical electrical circuit examples of optical receivers. The

small-signal electrical signal model of a photodiode consists of a current source Id representing pho-

tocurrent generation, a capacitance Cd with the contributions from the junction capacitance Cj of the

photodiode and the parasitic capacitance of packaging, a parallel resistance Rp representing the slope of

the current/voltage relation near the bias point, and a series resistance Rs arises from the resistance of

the electrical contact. For a typical photodiode, Rp is on the order of mega-Ohms and Rs should be much

less than a kilo-Ohm.

Fig. 4.2.4 is a voltage amplifier, where a high-load resistance RL is usually used to achieve a high

conversion gain, because a small photocurrent would convert into a large signal voltage. We will see in

the following section that a high-load resistance also helps reducing the contribution of thermal noise.

Rs can be neglected in this case because it is much lower than the load resistance RL. Then, the tran-

simpedance gain can be easily found as

Gv ωð Þ¼V0 ωð Þ
Id ωð Þ ¼

ARPL

1 + jωCdRPL
(4.2.9)

where A is the voltage gain of the amplifier and RPL¼ (RpRL)/(Rp+RL) is the parallel combination of Rp

and RL. The 3-dB electrical bandwidth of this circuit is ωC¼1/(CdRPL). At low frequencies, the tran-

simpedance gain Gv(0)¼ARPL can be made very high by using a mega-Ohm load resistance, but the

electrical bandwidth of this circuit is usually narrow which is inversely proportional to the load resis-

tance. For this reason, the voltage amplifier circuit shown in Fig. 4.2.4 is typically used in optical

sensors which require high detection sensitivity but relatively low speed.
(A) (B)

FIG. 4.2.4

(A) Photodiode preamplifier based on a voltage amplifier and (B) small-signal equivalent circuit.
Fig. 4.2.5 shows another photodiode preamplifier circuit known as the transimpedance amplifier

(TIA). The equivalent load resistance seen by the photodiode is usually low enough so that the impact

of parallel resistance Rp can be neglected. The transimpedance gain is

GTIA ωð Þ¼V0 ωð Þ
Id ωð Þ ¼

�A

1 +A

RF

1 + jωCd Rs +RF= 1 +Að Þ½ �
� �

(4.2.10)
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For A≫1 and RF/(1+A)< <Rs, the transimpedance gain at low frequency is GTIA(0)¼RF, and the

electrical bandwidth is ωc�1/(RsCd). As an example, for a fiber-coupled photodiode with 80μm2

detection area, the device capacitance is Cd¼0.4pF and the series resistance is less than 10Ω, the
electrical bandwidth can be higher than 40GHz. In a high-speed fiber-optic receiver, the photodiode

is typically integrated with the TIA circuit in the same package, known as PIN-TIA module, with

carefully matched impedance between the PIN output and the TIA input to minimize the reflection.
(A) (B)

FIG. 4.2.5

(A) Photodiode preamplifier based on a transimpedance amplifier (TIA) and (B) small-signal equivalent circuit.
4.3 PHOTODETECTOR NOISE AND SNR
In an optical communication receiver, SNR is the most important parameter which determines the qual-

ity of the signal system. To achieve a high SNR, the photodiodemust have a high responsivity and a low

noise level. We have already discussed the quantum efficiency and the responsivity of a photodiode

previously; in this section, we discuss major noise sources associated with photodetection.

Based on the responsivity defined in Eq. (4.2.1), it is straightforward to find the expression of a

signal photocurrent as

Is tð Þ¼ℜPs tð Þ (4.3.1)

where the signal photocurrent Is(t) is linearly proportional to the received optical power Ps(t) and the

responsivity ℜ represents the conversion efficiency.
4.3.1 SOURCES OF PHOTODETECTION NOISE
Major noise sources in a photodiode can be categorized as thermal noise, shot noise, and dark current

noise. Because of the random nature of the noises, the best way to specify them is to use their statistical

values, such as spectral density, power, and bandwidth.

Thermal noise, also known as Johnson noise, is generated by the load resistor. The spectral density
of the thermal noise is independent of the frequency, commonly referred to as a white noise. Thermal

noise follows a Gaussian statistics and can be most conveniently characterized by its power spectral

density

σ2th ¼ 4kT=RL (4.3.2)

where RL is the load resistance, k is the Boltzmann’s constant, and T is the absolute temperature. The

unit of σth
2 is [W/Hz]. For a receiver with a spectral bandwidth B, the mean-square noise current
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representing the total thermal noise power can be expressed as hith2 i¼σth
2 B. As the thermal noise power

spectral density σth
2 is inversely proportional to the load resistance RL, a large load resistance helps re-

duce thermal noise; however, as we discussed in the last section, an increased load resistance would

reduce the receiver bandwidth because the increase of RC constant. In most high-speed optical

receivers, RL¼50Ω is usually used as a standard load resistance.

Shot noise, also known as quantum noise, arises from the statistic nature of photodetection. For

example, assume 1μWoptical power at 1550nm wavelength is received by a photodiode, it means that

statistically about 7.8 trillion photons hit the photodiode within each second. These photons are not

synchronized and they come randomly. Imaging that you walk on a windy beach with sand blown onto

your face, although the average number of sand grains hit your face every second may be relatively

constant, you may still fell the tickling of individual sand grains that shot on your face. In the case

of photodetection, the generated photocurrent will fluctuate as the result of the random nature of photo

arrival. Shot noise is also a white noise and the noise power spectral density can be expressed as

σ2sh ¼ 2qIs ¼ 2qℜPs (4.3.3)

which is proportional to the signal photocurrent detected by the photodiode, where q is the electron

charge. Under an approximation of Gaussian statics, the mean-square noise current, or equivalently

the shot noise power, can be represented by the variance of the of the shot noise current hish2 i¼σsh
2 B,

where B is the receiver electrical bandwidth.

It is important to note that in comparison to Gaussian, Poisson distribution is a more accurate de-

scription of shot noise statistics. Assuming the average number of carriers generated by an optical sig-

nal is Nave over a unit time window, the probability of having N carriers within that time window is

P N½ � ¼NN
ave

N!
e�Nave (4.3.4)

whereN	0. Poisson distribution is asymmetric with respect toNavewhenNave is small enough, while it

approaches a Gaussian distribution for N near Nave when Nave≫1. Thus, Gaussian statistics is a good

approximation for shot noise when photocurrent is not too small, and Gaussian approximation greatly

simplifies the process of receiver SNR analysis in comparison to the use of a Poisson statistics.

Dark current noise is the constant current that exists when no light is incident on the photodiode.

This is the reason it is called dark current. As shown in Eq. (4.2.8), this dark current is the same thing as

the reverse saturation current Is because the photodiode is always reversely biased. Because of the sta-
tistical nature of the carrier generation process similar to that has been discussed for the shot noise, the

dark current noise can also be treated as a white noise with the power spectral density

σ2dk ¼ 2qID (4.3.5)

where ID is the dark current of the photodiode which depends on the structure of the pn junction, the

doping levels of the material, and the temperature of the photodiode. For an electric bandwidth B of the

receiver, the mean-square noise current, or equivalently the dark current noise power is hidk2 i¼σdk
2 B.

In an optical receiver, an electrical preamplifier has to be used immediately after the photodiode as

shown in Figs. 4.2.4 and 4.2.5 to amplify the photocurrent signal and convert it into an electrical volt-

age. Noise generated by the preamplifier also has to be considered in the receiver SNR analysis. This

preamplifier noise is commonly expressed as an "input-referred rms noise" hiamp2 i so that it can be used
together with hith2 i, hish2 i, and hidk2 i. For example, assume a TIA is used as the preamplifier with the

transimpedance gain ZTIA¼vout/iin, where iin is the input signal current and vout is the output signal
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voltage. Due to the noise contribution of the amplifier, an output noise powerhvamp2 i is measured when

the input signal current is turned off. The input-referred rms noise of the TIA can be obtained as

hiamp2 i¼hvamp2 i/ZTIA2 .
4.3.2 SNR OF AN OPTICAL RECEIVER
Since all the noise components discussed so far are referred to the input of the preamplifier, and assume

they all have Gaussian statistics, the addition of their powers represents the variance of the electrical

signal. In an optical receiver, SNR is usually defined as the ratio of signal electrical power and noise

electrical power. This is equivalent to the ratio of their mean-square currents,

SNR¼ I2s tð Þ �
i2th
 �

+ i2sh
 �

+ i2dk
 �

+ i2amp

D E (4.3.6)

For the four noise sources of photodetection considered above, shot noise is a signal-dependent noise,

while others are independent of the signal level. For the purpose of optical system performance eval-

uation and optimization, it is useful to distinguish the relative contributions of different noise sources to

the overall SNR of the receiver.

As an example, we consider an InGaAs photodiode which operates in the 1550nm wavelength win-

dow with 100μm diameter of the active area. The dark current of this photodiode is Idk¼5nA at a 5V

reverse bias voltage, the load resistance is RL¼50Ω, the electrical bandwidth is B¼1GHz, and the

photodiode operates in the room temperature so that T¼300K. The quantum efficiency of this

photodiode is η¼0.85, corresponding to a responsivity of ℜ¼1.06[A/W].
FIG. 4.3.1

Decomposing SNR by its three contributing factors.
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Fig. 4.3.1 shows the calculated SNR as the function of the input optical power. Contributions due to

the thermal noise, shot noise, and dark current noise are separately displayed for comparison. We have

neglected the electrical preamplifier noise for simplicity.

When the received optical signal is very weak, which is the case for most optical receivers, thermal

noise is often the dominant noise. In fact, in this particular receiver, the thermal noise power is

hith2 i¼4kTB/RL�3.3�10�13Wwhich is independent of the signal optical power Ps. If we only consider

thermal noise and neglect the contribution due to other noises, the SNR will be simplified as

SNRth ¼ ℜ2P2
s

4kTB=RL
¼ 3:2�1012P2

s (4.3.7)

Here because the signal electrical power is proportional to the square of the input optical power, and the

thermal noise is constant, the slope of the SNR vs. the signal optical power curve shows a 2dB per dB

characteristic in Fig. 4.3.1.

In terms of the dark current noise, it is also independent of the optical signal. Thus, the SNR caused

by dark current noise also has the 2dB/dB characteristic similar to that due to the thermal noise. Spe-

cifically, the dark current noise power in this example is hidk2 i¼2qIDB¼1.6�10�18Wwhich is more

than five orders of magnitude lower than the thermal noise. Therefore, the SNR caused by the dark

current noise is more than 50dB higher than that due to the thermal noise as shown in Fig. 4.3.1.

In general, dark current noise is only relevant in low-speed optical receivers where the load resistance

RL can be very high, in the Megaohm level, so that the thermal noise can be lower than the dark

current noise.

Unlike thermal noise and dark current noise which are independent of the signal optical power, shot

noise electrical power is linearly proportional to the signal optical power as described in Eq. (4.3.3). If

only shot noise is considered, the SNR will be

SNRsh ¼ ℜ2P2
s

2qℜPsB
¼ 3:3�109Ps (4.3.8)

In this case, SNR is linearly proportional to the incident optical power, so that the SNR vs signal optical

power curve has a slope of 1dB/dB. Fig. 4.3.1 indicates that shot noise becomes the limiting factor for

the overall SNR only when the signal optical power is high enough and Ps approaches 0dBm.

Theoretically in an optical receiver, thermal noise can be reduced by increasing the load resistance

RL, and dark current noise can be reduced by improving material quality and junction structural design.

Shot noise, caused by the quantum nature of photons, cannot be reduced, so that it sets a fundamental

limit for optical detection. In fact, quantum-limited photodetection refers to the receiver in which shot

noise is the dominant noise source. This subject will be revisited later when we discuss optical systems

based on the coherent detection.
4.3.3 NOISE-EQUIVALENT POWER
Noise-equivalent power (NEP) is another useful parameter commonly used to specify a photodetector.

NEP is defined as the minimum optical power required to obtain a unity SNR for a 1 Hz electrical

bandwidth. Only thermal noise is considered in the definition of NEP. From Eq. (4.3.7), if we let

ℜ2RLPs
2/(4kTB)¼1, it requires
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NEP¼ Psffiffiffi
B

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
4kT

ℜ2RL

s
(4.3.9)

According to this definition, the unit of NEP is [W=
ffiffiffiffiffiffi
Hz

p
]. Some manufacturers specify NEP for their

photodiode products. Obviously, small NEP is desired for high-quality photodiodes. As an example at

the room temperature, for a photodetector operating in the 1550nm wavelength window with quantum

efficiency η¼0.85 and load resistance RL¼50Ω, the NEP value is approximately

NEP¼ 17:2 pW=
ffiffiffiffiffiffi
Hz

p� �
. In a high-sensitivity optical receiver operating with low levels of optical

signals, the NEP parameter has to be low enough to guarantee the required SNR.
4.4 AVALANCHE PHOTODIODES
The typical responsivity of a PIN photodiode is limited to the level of approximately 1mA/mWbecause

the quantum efficiency η cannot be higher than 100%. To further increase the detection responsivity,

avalanche photodiodes (APDs) were introduced in which photocurrent is internally amplified through

carrier multiplication inside the junction structure before going to the electric load. This requires a sec-

tion in the junction structure to have very high electrical field so that the photon-generated carriers can

acquire sufficiently high kinetic energy and initiate the carrier multiplication process (Smith and

Forrest, 1982; Brain, 1982). As illustrated in Fig. 4.4.1A, an APD consists of a highly doped p-type
section (p+) with the acceptor doping density Na

+, a highly doped n-type section (n+) with the acceptor

doping density Na
+, an intrinsic section, and a regularly doped p-type region (p) which interfaces with

the n+ region. As has been discussed in Section 4.1, the derivative of the built-in electrical field, jEx j, is
proportional to the density of the space charge, a sharp increase of electrical field can be created at the
(A)

(B)

(C)

FIG. 4.4.1

(A) APD layer structure, (B) charge density distribution, and (C) electrical field density profile.
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pn+ interface as shown in Fig. 4.4.1C. This highly nonuniform field distribution allows the creation of a

very high electrical field in a relatively short section, known as the avalanche region.

When a reverse biasing electrical voltage is applied on an APD, a significant portion of the biasing

voltage is dropped across the avalanche region to create an extremely high electrical field locally. Elec-

trons are generated in the intrinsic region when signal photons are injected, and these electrons will drift

through the avalanche region. When the biasing voltage is high enough, each photon-generated elec-

tron is able to gain sufficient kinetic energy inside the avalanche region and knock several electrons

loose from neutral electron-hole pairs; this is called impact ionization. These newly generated free elec-
trons will also be able to gain sufficient kinetic energy under the same electrical field inside the av-

alanche region and to create free carriers known as higher-order carriers; this is commonly referred

to as the avalanche effect. Fig. 4.4.2 illustrates this carrier multiplication process, where one input elec-

tron generates ten output electrons and four holes.
FIG. 4.4.2

Illustration of the carrier multiplication process.
4.4.1 APD USED AS A LINEAR DETECTOR
For application in optical communication systems, an APD is usually used as a linear detector in which

the photocurrent is linearly proportional to the received signal optical power. The contribution of the

avalanche process is that each input photon may generate multiple free electrons and holes. Thus, the

responsivity expression of an APD has to include the effect of carrier multiplication,

ℜAPD ¼MAPDℜ ¼MAPDη
qλ

hc
(4.4.1)

where MAPD is defined as the APD gain, and ℜ is the responsivity of a PIN photodiode defined by

Eq. (4.2.1). Since the avalanche process depends on the electrical field in the avalanche region, the

APD gain strongly depends on the voltage of the reverse bias. A simplified expression commonly used

for APD gain is

MAPD ¼ 1

1� VB=VBDð ÞnB (4.4.2)

where nB is a parameter that depends on the device structure and the material. VB is the applied reverse

bias voltage and VBD is defined as the breakdown voltage of the APD, and Eq. (4.4.2) is valid only for
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VB<VBD. Obviously, when the reverse bias voltage approaches the breakdown voltage VBD, the APD

gain approaches infinity.

In addition to APD gain, another important parameter in an APD is its frequency response. In gen-

eral, the avalanche process increases the response time of the APD and reduces the electrical band-

width. This bandwidth reduction is proportional to the APD gain. A simplified equation describing

the frequency response of APD gain is

MAPD ωð Þ¼ MAPD,0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + ωτeMAPD,0ð Þ2

q (4.4.3)

whereMAPD, 0¼MAPD(0) is the APD gain at DC as shown in Eq. (4.4.2) and τe is an effective transient
time, which depends on the thickness of the avalanche region and the speed of the carrier drift. There-

fore, the 3-dB bandwidth of APD gain is

fc ¼ 1

2πτeMAPD,0
(4.4.4)

In practical applications, the frequency bandwidth requirement has to be taken into account when

choosing APD gain.

Due to the effect of carrier multiplication in an APD, signal photocurrent is

Is,APD tð Þ¼ℜMAPDPs tð Þ (4.4.5)

As far as the noises are concerned, since the thermal noise is generated in the load resistor RL, it is not

affected by the APD gain. However, both shot noise and the dark current noise are generated within the

photodiode, and they will be enhanced by the APD gain (Fyath and O’Reilly, 1989). Within a receiver

bandwidth B, the mean-square shot noise current in an APD is

i2sh,APD
 �¼ 2qℜPsBM

2
APDF MAPDð Þ (4.4.6)

The dark current noise in an APD is

i2dk,APD
 �¼ 2qIDBM

2
APDF MAPDð Þ (4.4.7)

In both Eqs. (4.4.6) and (4.4.7), F(MAPD) is a noise figure associated with the random nature of carrier

multiplication process in the APD. This noise figure is proportional to the APD gain MAPD. The fol-

lowing simple expression is found to fit well with measured data for most practical APDs:

F Mð Þ¼ MAPDð Þx (4.4.8)

where 0�x�1, depending on the material. For often used semiconductor materials, x¼0.3 for Si,

x¼0.7 for InGaAs, and x¼1 for Ge APDs.

From a practical application point of view, APD has advantages compared to conventional PIN

when the received optical signal is very weak and the receiver SNR is limited by thermal noise. In

quantum-noise-limited optical receivers, such as coherent detection receivers, APD should, in general,

not be used, because it would only increase noise level and introduce extra limitations in the electrical

bandwidth.



FIG. 4.4.3

Operation principle of a single-photon detector. Np: number of photons received, Ip: photocurrent, VB: applied

biasing voltage.
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4.4.2 APD USED AS A SINGLE-PHOTON DETECTOR
For an APD used as a linear photodetector, the APD is biased slightly below the breakdown

threshold VBK. In this case, the photocurrent is linearly proportional to the signal optical power,

and the APD gain is typically less than 25dB. On the other hand, an APD can also be used as a

single-photon detector to detect very weak optical signals ( Jiang et al., 2007). Fig. 4.4.3 explains

the operation principle of a single-photon detector, in which Np is the number of arriving photons,

Ip is the photocurrent, and VB is the reverse bias voltage. For the application as a single-photon

counter, the reverse bias voltage of the APD is set to be higher than the breakdown voltage

(VB>VBK) so that the detector operates in an unstable condition. Because the strong impact ion-

ization effect above breakdown voltage, a single photon arriving is enough to trigger an avalanche

breakdown of the APD and generate large electric current in the milliamper level. In order to de-

tect another photon which may arrive later, the APD has to be reset to the pre-breakdown state by

temporarily reducing the bias to the level below than the breakdown voltage. This operation is

commonly referred to as the Geiger mode (Donnelly et al., 2006). The number of photons can

be measured by counting the number of photocurrent pulses. The reset window has to be placed

immediately after each photo-induced breakdown event, and the width of the reset window, tres,
has to be small enough to allow high-speed photon counting. This bias reset is commonly referred

to as quenching. In the example shown in Fig. 4.4.3, the third photon is not counted because its

arrival time is within the bias reset window. In practical applications, the resetting of electric bi-

asing has to be triggered by each photodetection event, which can be achieved by either passive

quenching, or active quenching as shown in Fig. 4.4.4. Passive quenching is accomplished in the

component level using a series load resistor to provide a negative feedback. As shown in

Fig. 4.4.4A, upon each avalanche event, a large photocurrent pulse is created which results in

a large voltage drop VR on the load resistor. Thus, the voltage applied on the APD is reduced

to VS�VR, which is lower than the breakdown voltage VBD of the APD. On the other hand, active

quenching, shown in Fig. 4.4.4B, is a circuit-level approach which uses an amplified negative

feedback circuit to switch off the electric bias after each avalanche event. Active quenching

usually allows better control in the reset pulse width and depth.



(A) (B)

FIG. 4.4.4

Biasing circuits for passive (A) and active (B) quenching of a Geiger mode APD.
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4.5 OTHER TYPES OF PHOTODETECTORS
Although photodiodes are most commonly used in optical communication receivers, there are a number

of other types of photodetectors including photovoltaic (PV) for solar energy harvesting and charge-

coupled devices (CCDs) for imaging. These photodetectors may also be used in optical communication

systems for power supplying, sensing, and spectrum analyzing. In this section, we briefly discuss the

basic operation principles of PV and CCD.
4.5.1 PHOTOVOLTAIC
PV, or commonly referred to as solar cell, has the similar structure as a photodiode made of a pn junc-

tion (Neamen, 2003). Instead of reversely biased in the operation, a PV is not electrically biased.

As discussed in Section 4.1, for a unbiased pn junction, there exists a built-in electric field inside the

space-charge region (�xp<x<xn), which creates a potential barrier across the junction as
(A)

(B)

(C)

FIG. 4.5.1

(A) Illustration of a photovoltaic based on a pn junction, (B) charge distribution, and (C) potential distribution
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ΔVpn ¼VT ln
NdNa

n2i

� �
(4.5.1)

where Nd and Na are the donor densities in the n-type section and the acceptor density in the p-type
section, respectively. ni is the intrinsic carrier density, and VT is the thermal voltage which is approx-

imately 25mV at the room temperature.

Incident photons into the space charge region with the photon energy higher than the bandgap can

create electron-hole pairs. These electrons and holes will drift to the right and left of the space charge

region, respectively, due to the built-in electric field, and creating a photocurrent IR in the reverse di-

rection of the pn junction as shown in Fig. 4.5.1. Based on Eq. (4.2.1), this photocurrent can be cal-

culated as

IR ¼ℜPopt ¼ η
qλ

hc
Popt (4.5.2)

where Popt is the received optical power,ℜ is the responsivity, η is the quantum efficiency, h is the

Planck’s constant, c is the speed of light, and λ is the photon wavelength. Meanwhile, a forward biasing

voltage VF is induced when this reverse photocurrent flows through the load resistor RL. This forward

biasing voltage will create a forward current through the diode due to the increased diffusion, which can

be described by a standard diode equation IF¼ IS[exp(VF/VT)�1] with IS the reverse saturation current.
The combination of the reverse photocurrent IR and the forward diode current IF results in the net pho-
tocurrent IP flowing through the load resistor, which is

IP ¼ IR� IS exp
VF

VT

� �
�1

	 

(4.5.3)

The property of a PV is commonly represented by an open-circuit voltage and a short-circuit current.

The short-circuit current ISC is equal to IR, as it can be obtained with RL¼0, and thus VF¼0. The open-

circuit voltage VOC is obtained with RL¼∞, and IP¼0. That is,IR¼ IS[exp(VOC/VT)�1], so that

VOC ¼VT ln 1 + IR=ISð Þ (4.5.4)

Therefore, the photocurrent, IP, can be expressed as the function of VF and VOC as

IP ¼ IS exp
VOC

VT

� �
� exp

VF

VT

� �	 

(4.5.5)

The electric power delivered from the PV to the load resistor RL is

PL ¼ IPVF ¼ IRVF� IS exp
VF

VT

� �
�1

	 

VF (4.5.6)

Fig. 4.5.2 shows the relations photocurrent and the electric power as the function of the load voltage VF.

Both photocurrent and electric power increase with the open-circuit voltage VOC, which is, in turn,

related to the received optical power as described by Eqs. (4.5.4) and (4.5.2). Fig. 4.5.2B indicates that

there is an optimum voltage VF which results in a maximum electric power at the load for each VOC.

This corresponds to an optimum load resistance which matches to the equivalent output resistance of

the PV.



(A) (B)

FIG. 4.5.2

(A) Photocurrent as the function of voltage on the load and (B) electric power delivered to the load resistor as the

function of voltage on the load. Is¼4�10�8 mA is assumed in the calculation.
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Fig. 4.5.3A shows the equivalent circuit of a PV. The optimum load can be found bymaximizing the

electrical power from Eq. (4.5.6),

d

dVF
IRVF� IS exp

VF

VT

� �
�1

	 

VF

� �
¼ 0 (4.5.7)

This results in

IR ¼ IS exp
VF

VT

� �
�1

	 

+ IS

VF

VT
exp

VF

VT

� �
� IS exp

VF

VT

� �
1 +

VF

VT

	 

(4.5.8)

As IR/IS�exp(VOC/VT), the optimum voltage VF¼Vm can be found as

Vm ¼VOC�VT ln 1 +
Vm

VT

	 

(4.5.9)

Because the thermal voltage is VT�0.025Vat the room temperature, VT ln(1+Vm/VT)< <VOC can be

assumed in Eq. (4.5.9). So that Vm�VOC, and Eq. (4.5.9) can be approximated as

Vm ¼VOC�VT ln 1 +
VOC

VT

	 

(4.5.10)

Using the numerical example shown in Fig. 4.5.2 with Is¼10�8 mA and VOC¼0.52V, the optimum

voltage is approximately Vm¼0.443V as illustrated in Fig. 4.5.3B. This corresponds to an optimum

current Ip¼41.2mA, and thus an optimum load resistance of RL¼10.75Ω.



(A) (B)

FIG. 4.5.3

(A) Equivalent electric circuit of a photovoltaic and (B) photocurrent (left vertical axis) and electric power delivered

to the load (right vertical axis) as the function of load voltage. Is¼4�10�8 mA and VOC¼0.52V are assumed.
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4.5.2 CHARGE-COUPLED DEVICES
Charge-coupled device, known as CCD, is another very popular photodetector commonly used for dig-

ital imaging and video (Theuwissen, 1995). Unlike a pn junction-based photodiode, CCD is based on a

metal-oxide-semiconductor (MOS) structure.
(A) (B) 

(C) (D) 

(E) (F) 

FIG. 4.5.4

(A): Cross-sectional structure of CCD and (B)–(F): illustration of programmable charge shift in the readout

process.
Fig. 4.5.4A shows an example of CCD structure with a p-type semiconductor body, a thin silicon

dioxide insulating layer and an array of gating electrodes. A positive bias voltage applied on a gate

electrode repels holes away from the area underneath the electrode, creating a depletion region.
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Incoming photons are able to generate photoelectrons in the depletion region as illustrated in

Fig. 4.5.4B. These photon-induced charges are then shifted programmably in the horizontal direction

to one side of the array so that they can be electrically amplified and collected. Charge shifting can be

accomplished by progressively shifting gate voltage along the array as shown in Fig. 4.5.4C–F. The
gating electrodes of CCD made for imaging are usually arranged in a two-dimensional (2D) array

as illustrated in Fig. 4.5.5. As the imaging sensor, CCD is usually mounted on the focal plane of a cam-

era. After each exposure, a charge distribution pattern is created on the 2D plane of the CCD, which is

proportional to the intensity distribution of the image. The readout circuits of CCD performs a parallel

to series conversion. The row-shifter circuit shifts the charges recorded by each row downward in the

vertical direction into horizontal registers. Corresponding to each step of row shift, the pixel shifter

circuit moves the charge stored in the horizontal registers pixel-by-pixel in the horizontal direction into

a preamplifier. This process effectively translates the 2D image array into a waveform in the time do-

main, which can then be digitized, processed, and recorded.
Horizontal 
register

Shift row
s 

Shift pixels 
Amplifier 

Digitizing Display 

FIG. 4.5.5

Illustration of row and pixel shift for converting a 2D imaging array into a time-domain waveform and a picture of

1D and 2D image sensor products.

Used with permission from Teledyne DALSA.
The quality of CCD is determined by several parameters, including quantum efficiency, dark charge

level, and dynamic range. Here, quantum efficiency is defined as the number of photoelectrons pro-

duced divided by the number of impinging photons, which is the same as that defined for a photodiode.

The dark charge is defined as the number of charge electrons that leaks into a pixel during the exposure

time in the absence of light. The dark charge level limits the minimum light intensity that the CCD can

detect. In fact, the number of the received photons times the quantum efficiency has to be greater than

the dark charge to ensure the quality of imaging. The dynamic range is related to the well depth defined

as the maximum number of charged electrons a pixel can store without overflowing into nearby pixels.

The saturation of a CCD camera often seen when the light intensity is too high is caused by insufficient

dynamic range of the CCD device.

Because of the relatively large capacitance of pixels and the time needed for charge accumulation

and sequential readout, the speed of CCD is usually not fast enough for receivers in optical commu-

nication systems. But CCDs are often used as a part of optical sensors and spectrometers for perfor-

mance monitoring in optical systems and networks.
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4.6 SUMMARY
In this chapter, we have discussed device structures, operation principles, and key parameter definitions

and specifications of photodiodes as an indispensable basic building block of a fiber-optic system. Ba-

sically, a photodiode is a reversely biased PN (or PIN) junction which converts the incoming signal

optical power into an electrical current.

Important parameters of a photodiode include responsivity, detection speed, and the noises intro-

duced in the detection process. Responsivity in [A/W] is a measure of detection efficiency which is

primarily related to the quantum efficiency. The responsivity of a photodiode is generally wavelength

dependent, which is determined by the bandgap of the semiconductor material as well as the photon

energy of the optical signal. Detection speed is another important property of a photodiode which is

often represented by the electrical bandwidth. Detection speed is determined by the speed of carrier

drift and the electric RC constant. Increase the reverse biasing voltage helps increasing the electric field

in the active region, while decreasing the detection area helps reducing the junction capacitance. Prac-

tically, the maximum speed of carrier drift is eventually limited by the carrier mobility of the semicon-

ductor material, and the minimum detection area is limited by the minimally achievable spot size of the

optical signal which is usually the core size of the optical fiber. In general, a photodiode with large

detection area is easy to use, but usually has a narrow detection electric bandwidth.

APD is a special type of photodiode which has significantly higher responsivity than a conventional

photodiode. This increased responsivity is achieved by introducing a section in the photodiode with

very high electric field, so that carriers can be accelerated to very high speed when passing through

that section. These carriers with high kinetic energy can collide with the material lattice structure

to create new carriers in a process like an avalanche, which effectively amplifies the photocurrent.

From an application point of view, an APD requires a high reverse biasing voltage to provide the re-

quired electric field within the avalanche region. Although the avalanche gain can significantly in-

crease the responsivity, it does not increase the electric bandwidth of the photodetection because

the process of carrier colliding and regeneration of new carriers may take time.

Noise generated in the photodetection process in a photodiode is another important aspect discussed

in this chapter. Major noise sources include shot noise, thermal noise, and dark-current noise. In es-

sence, thermal noise is created in the load resistor which can be reduced by increasing the load resis-

tance. However, the increase of load resistance Rwill directly increase the RC constant, resulting in the

reduction of the electric bandwidth of the receiver. Indeed, 50 Ω is the standard load resistance for a

high-speed receiver. Noise equivalent power (NEP) is a useful parameter which is defined as the signal

optical power required to achieve electrical SNR¼1 within 1Hz bandwidth. Thermal noise is the only

noise source that is considered in the definition of NEP. Dark current, on the other hand, is the reverse

saturation current of the pn junction when the photodiode is placed in dark. The value of dark current

depends on the semiconductor material, operation temperature, and the area of the pn junction. A re-

duced junction area could result in smaller dark current, but would certainly impose stringent require-

ment on signal optical alignment and focusing into the photodiode. While both thermal noise and

dark-current noise are independent of the signal optical power, shot noise is directly proportional to

the signal optical power. Shot noise is intrinsically associated with the statistical nature of photodetec-

tion process, which imposes the fundamental limit on the electric SNR of the optical receiver. It is

important to note that even though the avalanche gain of an APD can significantly increase the signal
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photocurrent, it also creates a higher level of noise related to signal optical power known as the excess

APD noise. In a situation where optical signal is very small so that SNR is limited by thermal noise and

dark-current noise, APD gain can help improve SNR by increasing the signal photocurrent. However,

when signal optical power is high enough so that SNR is limited by the shot noise, the introduction of

APD gain will likely deteriorate SNR because of the excess APD noise.

To amplify the weak photocurrent into a voltage signal in an optical receiver, a low-noise pream-

plifier has to be used. For a low-speed optical receiver usually used in optical sensors, a high-load re-

sistance of photodiode can be used which translates the photocurrent into a relatively high-voltage

signal which is then amplified by a voltage amplifier. Although the electric bandwidth is narrow,

the high-load resistance in the mega-ohm level helps significantly reducing the impact of thermal noise.

Otherwise for high-speed optical receivers required for fiber-optic communications, 50W standard

load resistance has to be used with transimpedance preamplifier to maximize the electric bandwidth.

Because photocurrent generated in a photodiode is proportional to the signal optical power which is

the square of the optical field, photodiode is known to follow the square-law detection rule. This

square-law detection can generate mixing products between different frequency components of the re-

ceived optical field, and this property is utilized for coherent detection whichmixes the received optical

signal with an optical local oscillator at the photodiode which will be discussed later in Chapter 9. Sim-

ilarly, optical signal can also mix with broadband optical noise in the photodiode which translates the

optical noise into electric baseband. This will be discussed in Chapter 5 where optical amplifiers are

discussed which generate broad optical noise.

As both PV and CCDs are also photodetectors which convert photons into electrons, we have briefly

discussed the structures and applications of PV and CCD at the end of this chapter. As the major ap-

plication of PV is to generate electric energy from sunlight, it has to be made with large area, low cost,

and high photon conversion efficiency. The load resistance of a PV panel is selected based on max-

imizing the output power. CCD on the other hand is the dominant device used for imaging acquisition

in cameras and cell phones. Programmable charge transfer and storage, low dark charge and large dy-

namic range are most desirable. Instead of using pn junction structure, a CCD is based on the MOS

structure which can be made in the form of 2D array with large number pixels. Pixel size, and program-

mable charge translation and storage are among main design considerations. Low dark charge will im-

prove detection sensitivity and large dynamic range will allow acquiring images with large contrast.

Basic structures, operation principles, and key parameter definitions and specifications discussed in

this chapter are essential knowledge in fiber-optic system design, performance evaluation, and trouble

shooting. Understanding and the ability to characterize different types of noises in an optical receiver is

especially important in optical communication system performance design and optimization.
PROBLEMS
1. Consider a silicon pn junction diode operating at temperature T¼300K, and its intrinsic carrier

density is ni¼1.5�1010cm�3. The dopant concentrations are Na¼2.25�1016cm�3 on the p-type
side and Nd¼1016cm�3on the n-type side. For silicon, the relative dielectric constant is εs¼11.7,

and dielectric constant of vacuum ε0¼8.85�10�14F/cm.
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Find

(a) the built-in electric voltage ΔVpn across the pn junction,

(b) the width of depletion region for the bias voltage VB¼0 and VB¼10V, and

(c) the maximum electric field in the space charge region for the bias voltage VB¼0 and VB¼10V.
2. Consider a silicon PIN structure with the doping profile shown in the following figure and the

temperature is T¼300K. The intrinsic carrier density is ni¼1.5�1010cm�3, the relative dielectric

constant is εs¼11.7, and dielectric constant of vacuum ε0¼8.85�10�14F/cm.
(a) For VB¼0V, find the widths of depletion region xn on the n-type side and xp on the p-type.

(b) For VB¼10V, draw and label the field distribution across the junction region.

3. Bandgaps of silicon, germanium, and InGaAs are 1.13, 0.78, and 0.73eV, respectively, what are

their cutoff wavelengths when used as photodiodes?

4. Silicon has a bandgap of 1.13eV. For a silicon photodiode with a quantum efficiency of 0.85, what

are the responsivities of this photodiode at signal wavelengths of 700, 1000, and 1500nm?

5. For a PIN photodiode shown in the following figure, the photon absorption coefficient rates are

α¼400cm�1 for the p- and n-doped regions, and α¼1000cm�1 for the intrinsic region. Assume

both p- and n-doped regions are highly conductive so that the depletion region is only restricted

within the intrinsic layer. Layer thicknesses are Wp¼2μm and Wn¼4μm, and the thickness of the

intrinsic layer is a design variable. Neglect all surface reflections, and assume the electrodes are all

transparent.
(a) Plot the quantum efficiency of this photodiode as the function of intrinsic layer thickness for

2μm<WI<20μm.



153PROBLEMS
(b) Assume the cross section area of this photodiode is A¼100μm2, the relative dielectric constant

is εs¼11.7, dielectric constant of vacuum is ε0¼8.85�10�14F/cm, and the load resistance is

50Ω, plot the cutoff frequency determined by the RC constant [fc¼1/(2πRC)] as the function of
intrinsic layer thickness for 2μm<WI<20μm.

(c) Assume that carrier velocity inside the intrinsic region is vn¼2�107cm/s, plot the cutoff

frequency fc determined by the carrier transient time as the function of intrinsic layer thickness

for 2μm<WI<20μm. To optimize the frequency bandwidth, what is the optimum WI?

6. An optical signal P(t)¼Pave[1+cos(2πf0t)] is detected by a photodiode with the bandwidth much

higher than f0. The photodiode has a responsivity ℜ¼0.9A/W, and there is a DC block (which

removes the DC component from the photocurrent) at the photodiode output circuit).

(a) For Pave¼�20dBm, what is the mean square of the photocurrent at the photodiode output?
(b) For every dB increase of the Pave, what is the corresponding increase (in dB) of the electrical

signal power at the photodiode output?
7. A PIN photodiode operates in the 1550nm wavelength window with responsivity ℜ¼0.5A/W.

The operating temperature is T¼300K, load resistance is RL¼50Ω, and the dark current is 1nA.

(a) Please find the total power of thermal noise, shot noise, and dark current noise within 10GHz

electric bandwidth for each of the following input signal optical power levels:�20,�10, and

0dBm,

(b) At which input signal optical power shot noise is equal to thermal noise?
8. A PIN photodiode operates in the 1550nm wavelength window with responsivity with 100%

quantum efficiency. The operating temperature is T¼300K, load resistance is RL¼50Ω.

(a) If only shot noise is considered (neglect all other noises), and assume that the receiver

bandwidth is 1Hz, what is the signal optical power required to reach SNR¼1? This signal

optical power is equivalent to how many photons per second?

(b) Repeat question (a) but only thermal noise is considered.
9. An APD operating in the 850nm wavelength has a quantum efficiency η¼0.85, an APD gain of

MAPD¼100 and a noise figure of F(M)¼MAPD
0.3 . The operating temperature is T¼300K, and load

resistance is RL¼50Ω. Dark current is neglected for simplicity.
(a) If the input optical power is �30dBm, what is the signal photocurrent?

(b) If the input optical power is�30dBm and the receiver bandwidth is 1GHz, what is the SNR?

(c) At which signal optical power that shot noise is equal to thermal noise?

(d) If the APD gain can be varied by change the bias voltage, for the input optical power of

�30dBm and the receiver bandwidth of 1GHz, please plot the SNR as the function of APD

gain MAPD within the range of 1<MAPD<200.
10. Same APD and operation conditions as used in problem 9, but now the signal optical power is

0dBm. Only consider thermal noise and shot noise,
(a) Compare the SNR for MAPD¼100 and MAPD¼1.

(b) At which APD gain MAPD shot noise is equal to thermal noise?

(c) Explain why higher APD gain in this case may result in a lower SNR, and discuss the general

rule on how to optimize APD gain.
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11. Consider a PV with thermal voltage VT¼0.025V, reverse saturation current IS¼10pA, and the

sun light produces an open-circuit voltage VOC¼0.6V.
(a) if the load resistance is RL¼8Ω, use a numerical method please find the photocurrent Ip that
flows through the load resistor? (Note: search within the range of 50< IP<85mA.)

(b) In order to obtain the maximum electric power at the load in this situation, what is the

optimum load resistance?
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INTRODUCTION
The introduction of the optical amplifier has been one of the most important advances in optical fiber

communications. Linear optical amplifiers are often used to compensate losses in optical communica-

tion systems and networks due to fiber attenuation, connecting loss, optical power splitting, and other

loss factors. Optical amplifiers can also be used to perform nonlinear optical signal processing and

waveform shaping when they are used in a nonlinear regime.

Fig. 5.0.1 shows a typical multi-span point-to-point optical transmission system in which optical

amplifiers are used to perform various functions. A post-amplifier (post-amp) usually refers to the
uction to Fiber-Optic Communications. https://doi.org/10.1016/B978-0-12-805345-4.00005-6
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156 CHAPTER 5 OPTICAL AMPLIFIERS
amplifier used at the transmitter to boost the optical power (sometimes also referred to as boost ampli-

fier). Sometimes the post-amp is integratedwith the transmitter to form a high-power optical transmitter.

It is especially useful if the optical signal from a transmitter is intended to be divided into a number

of broadcasting outputs in an optical network, where a post-amp can help compensate the splitting loss.

The basic requirement for a post-amp is to be able to supply high enough output optical power.
Tx G G G Rx G 

Extended 
transmitter 

Pre-amplified 
receiver 

Post-
amplifier 

Pre-
amplifier 

In-line 
amplifiers 

Fiber Fiber Fiber 

FIG. 5.0.1

Illustration of a point-to-point optical transmission system and the functions of optical amplifiers. Tx: transmitter

and Rx: receiver.
In-line optical amplifiers (line-amps) are used along the transmission system to compensate for the

attenuation caused by optical fibers. In high-speed optical transmission systems, line-amps are often

spaced periodically along the fiber link, one for approximately every 80km of transmission distance.

Although the basic requirement of a line-amp is to provide high enough optical gain, it also needs to

have wide optical bandwidth and flat optical gain within the bandwidth to support wavelength-division

multiplexed (WDM) optical systems. In addition, the gain of a line-amp has to be linear to prevent

nonlinear cross talk between different wavelength channels.

A preamplifier is often used immediately before the photodiode in an optical receiver to form the

so-called preamplified optical receiver. In addition to the requirement of high optical gain, the most

important qualification of a preamplifier is that the noise should be low. The sensitivity of a pream-

plified optical receiver is largely dependent on the noise characteristic of the preamplifier. Because of

their different applications, various types of optical amplifiers will generally have to be designed and

optimized differently to achieve the best performance.

The most popular optical amplifiers used for optical communications and other electro-optic sys-

tems are semiconductor optical amplifiers (SOAs) and erbium (Er)-doped fiber amplifiers (EDFAs).

Raman amplifiers based on the stimulated Raman scattering (SRS) in optical fibers can also be used in

fiber-optic systems to provide the required optical gain. SOA is electrically pumped with miniature

footprint and can be monolithically integrated with other photonic devices. However, an SOA can have

very fast gain dynamics determined by the short carrier lifetime on the sub-nanosecond level, which

may introduce interchannel cross talk through dynamic gain saturation in a wavelength multiplexed

(WDM) optical system. Whereas, an EDFA has long carrier lifetime on the order of milliseconds

so that the gain dynamics is much slower than the time scale of data bits carried by the optical signal.

This slow gain dynamics thus allows EDFAs to be used in WDM systems without interchannel cross

talk. In addition to erbium, doping or co-doping of other rare earth elements such as ytterbium (Yb),

neodymium (Nd), and thulium (Tm) can also be found in fiber amplifiers in order to cover different

wavelength windows and to improve the power efficiency. Fig. 5.0.2A and B shows examples of pack-

aged fiber amplifiers as a desktop equipment and as a module, respectively. Fig. 5.0.2C is an SOA in a

butterfly package.



(A) (B)

(C)

FIG. 5.0.2

(A) and (B) Packaged fiber amplifiers as a desktop equipment and as a module. (C) SOA in a butterfly package.

(A) and (B) Used with permission from Keopsys. (C) Used with permission from Thorlabs.
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The peak gain wavelengths and gain bandwidths of SOA and EDFA depend on the band structures

of semiconductor and rare earth materials used, while a Raman amplifier has the peak gain at an optical

frequency approximately 13THz lower than that of the optical pump when silica optical fiber is used.

Thus, the gain spectrum of a Raman amplifier can be flexible by selecting the pump wavelength(s).

Distributed Raman amplifier is another possible choice by utilizing part of the transmission fiber as

the gain medium, which makes Raman amplification more flexible.

This chapter discusses common characteristics of optical amplifiers, such as optical gain, gain

bandwidth, and noise figure. Specific characteristics of SOA, EDFA, and Raman amplifiers will also

be discussed.
5.1 OPTICAL GAIN, GAIN BANDWIDTH, AND SATURATION
In an optical amplifier, the optical signal is amplified through the stimulated emission process in the

gain medium where carrier density is inverted. This is similar to that required for the laser operation

discussed in Chapter 3. However, an optical amplifier differs from a laser in that it does not require

optical feedback, and the optical signal travels through the gain medium only once as illustrated in

Fig. 5.1.2. In addition to the stimulated emission, an optical gain medium with population inversion

also produces spontaneous emission, creating optical noise which is added to the amplified optical sig-

nal (Olsson, 1992; Connelly, 2002).
0 L
z

Gain medium: g[f, P(z)], nP(0)

P(L)P(z)

FIG. 5.1.2

Illustration of optical amplifier with a one-dimensional gain medium.
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In continuous wave (CW) operation and neglect the spontaneous emission noise, the propagation

equation of the optical field E in the gain medium along the longitudinal direction of the gain medium

can be expressed as

dE

dz
¼ g�α

2
+ jn

h i
E� g

2
+ jn

h i
E (5.1.1)

where g is the optical power gain coefficient of the material at position z, α is the optical loss, and n is
the refractive index of the optical medium. In general for the application of optical amplifier, g≫α, so
that the loss coefficient is neglected in Eq. (5.1.1) for simplicity.

Because the semiconductor gain medium has limited optical bandwidth, the local gain coefficient g
is a function of optical wavelength. g is also a function of optical power, P, because of the saturation
effect. For homogeneously broadened optical systems, gain saturation does not affect the wavelength

dependency of the gain, a parabolic approximation can be used for the gain spectrum near the central

frequency of the gain medium f0,

g f , P, zð Þ¼ g0

1 + 4
f � f0
Δf

� �2

+
P zð Þ
Psat

(5.1.2)

where g0 is the linear gain, Δf is the FWHM bandwidth, and Psat is the saturation optical power.

Neglecting the impact of spontaneous emission, optical power amplification along the gain medium

can be easily evaluated from Eq. (5.1.1) as

dP zð Þ
dz

¼ g f , Pð ÞP zð Þ (5.1.3)

When signal optical power is much smaller than the saturation power (P≪Psat), the system is consid-

ered linear, and the gain coefficient is independent of z, so that the solution of Eq. (5.1.3) is

P Lð Þ¼P 0ð ÞG0 (5.1.4)

where L is the amplifier length, P(0) and P(L) are the input and the output optical power, respectively,
and G0 is the small-signal optical power gain.

G0 ¼P Lð Þ
P 0ð Þ ¼ exp

g0L

1 + 4 f � f0ð Þ2=Δf 2

" #
(5.1.5)

It is worth noting that the FWHM bandwidth of optical power gain G0 can be found as

B0 ¼Δf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln2

g0L� ln2

s
(5.1.6)

which is different from the material gain bandwidth Δf. Although Δf is a constant, the bandwidth B0

optical power gain is inversely proportional to the square root of peak optical gain g0L.
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On the other hand, if the signal optical power is high enough, the optical amplifier is said to operate

in the nonlinear regime where nonlinear saturation has to be considered. In such a case, the nonlinear

propagation Eq. (5.1.1) may not have a simple analytical solution, and it has to be solved numerically.

To simplify the problem, we make a narrowband approximation by consider only the peak optical gain

at f¼ f0, where optical power evolution along the amplifier can be described by

dP zð Þ
dz

¼ g0P zð Þ
1 +P zð Þ=Psat

(5.1.7)

This equation can be converted into

ðP Lð Þ

P 0ð Þ

1

P
+

1

Psat

� �
dP¼ g0L (5.1.8)

And its solution is

ln
P Lð Þ
P 0ð Þ
� �

+
P Lð Þ�P 0ð Þ

Psat
¼ g0L (5.1.9)

We know that G0¼exp(g0L) is the small-signal optical gain. If we define G¼P(L)/P(0) as the large-
signal optical gain, Eq. (5.1.9) can be written as

ln G=G0ð Þ
1�G

¼P 0ð Þ
Psat

(5.1.10)

With the increase of the signal optical power, the large-signal optical gain G will decrease monoton-

ically. Fig. 5.1.3 shows the large-signal gain and output optical power as the function of the input op-

tical signal power, where the small-signal optical gain is 30dB and the saturation optical power is

3dBm.

The 3-dB saturation input power P3dB(0) is defined as the input power at which the large-signal

optical gain is reduced by 3dB. From Eq. (5.1.10), P3dB(0) can be found as

P3dB 0ð Þ¼Psat
2 ln 2ð Þ
G0�2

(5.1.11)

In the example shown in Fig. 5.1.3, P3dB(0) can be found as �25.6dBm, which depends on the small-

signal optical gain G0. Increasing the value of G0 will reduce P3dB(0) because of the increase of the

output power and the operation is more nonlinear.

In a similar way, we can also define a 3-dB saturation output power P3dB(L), which will be less

dependent on the small-signal optical gain. This can be found from P3dB(L)¼GP3dB(0), so that,

P3dB Lð Þ�Psat ln 2ð Þ (5.1.12)

where we have assumed that G0≫2. In the example shown in Fig. 5.1.3, P3dB(L) is approximately

1.4dBm.
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FIG. 5.1.3

Optical gain (A) and output optical power (B) as the function of the input power calculated with Eq. (5.1.10).

G0¼30dB and Psat¼3dBm.
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The bandwidth reduction and gain saturation are general characteristics of optical amplifiers when

they operate in the high gain and high-power regime. Whereas, the gain bandwidth, the spectral shape

of the optical gain, and the saturation power depends on the specific type of the optical amplifier, and

the operation condition, which will be discussed in the following sections.
5.2 OPTICAL NOISE AND NOISE FIGURE
Similar to electronic amplifiers, an optical amplifier not only provides optical gain, but also introduces

optical noise which degrades the optical signal-to-noise ratio (OSNR). Carrier inversion in the gain

medium of an optical amplifier is essential to produce stimulated emission which is responsible for

the coherent process of optical amplification. At the same time, the inverted carriers in the gain medium

also spontaneously recombine to generate spontaneous emission photons. These spontaneously emitted

photons are not coherent with the input signal and they constitute optical noise. To make things worse,

the spontaneous emission photons are also amplified by the gain medium while they travel through the

optical amplifier; thus the optical noise generated by an optical amplifier is commonly known as the

amplified spontaneous emission (ASE). By its nature, ASE noise is random in wavelength, phase, and

the state of polarization.
5.2.1 OPTICAL NOISE POWER SPECTRAL DENSITY
Generally, the level of ASE noise produced by an optical amplifier depends on both the optical gain and

the level of carrier inversion in the gain medium. ASE noise power spectral density (PSD) with the unit

of [W/Hz] can be expressed as (Desurvire, 1994)

ρASE fð Þ¼ 2nsphf G fð Þ�1½ � (5.2.1)
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In this expression,G(f) is the gain of the amplifier at the optical frequency f. h is the Planck’s constant, c
is the speed of light, and the factor 2 indicates two orthogonal polarization states. nsp>1 is a unitless

spontaneous emission factor of the gain medium, which is, in general, weakly dependent on the

wavelength.

As both the optical gain and the spontaneous emission factor are generally wavelength dependent,

the ASE noise spectral density is also a function of wavelength. In a broadband optical amplifier, op-

tical noise PSD ρASE(f) can be simply measured by an optical spectrum analyzer in terms of dBm/nm.

Within a certain optical bandwidth B0, the total noise optical power can be obtained by an integration,

PASE ¼
ðB0=2

�B0=2

ρASE fð Þdf (5.2.2)

If the optical bandwidth is narrow enough and the ASE noise spectral density is flat within this band-

width, the noise power will be directly proportional to the optical bandwidth and Eq. (5.2.2) can be

simplified as

PASE � 2nsphf G fð Þ�1½ �B0 (5.2.3)

In practical applications, both optical power and OSNR are often used to characterize an optical signal.

Although an optical amplifier can enhance the power of an optical signal, it cannot improve the OSNR.
5.2.2 IMPACT OF ASE NOISE IN THE ELECTRICAL DOMAIN
Although the noise performance of an optical amplifier can be characterized in the optical domain as

described in the last section, its ultimate impact in the performance of an optical communication system

is the signal-to-noise ratio (SNR) in the electrical domain after the optical signal and the ASE noise are

detected by a photodetector. Understanding the relationship between optical noise spectral density and

the corresponding electrical SNR is essential in the design and performance characterization of optical

communication systems.

As discussed in Chapter 4, a photodiode performs square-law detection and the photocurrent is lin-

early proportional to the input optical power,

I¼ℜP¼ℜ Esig +Enoise

�� ��2 (5.2.4)

where Esig and Enoise are the fields of the amplified optical signal and optical noise, respectively.

ℜ¼ηqλ/(hc) is the responsivity and η is the quantum efficiency, q is the electron charge, h is the

Planck’s constant, and λ is the wavelength.

The signal photocurrent is Isig¼ℜ jEsig j2¼ℜPsig, where Psig¼jEsig j2 is the signal optical power.
The shot noise produced in the photodetection process is linearly proportional to the total optical power

which includes both the optical signal and the ASE noise,

σ2sh ¼ 2qℜ Psig +PASE

� 	
(5.2.5)

where PASE is the ASE noise power with the receiver optical bandwidth bandwidth as defined by

Eq. (5.2.2). Nevertheless, the most significant impact of optical noise on the electrical SNR often

comes from the mixing between the optical signal and the ASE noise, known as signal-ASE beat noise,

and the mixing among ASE noise components, known as ASE-ASE beat noise.
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FIG. 5.2.1

Illustration of optical (A) and electrical (B) power spectral densities (PSD) and signal-ASE beat noise generation.

fopt and fele represent optical and electrical frequencies, respectively.
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As illustrated in Fig. 5.2.1, assume Esig fð Þ¼ ffiffiffiffiffiffiffiffi
Psig

p
ej2πft, is the field of the optical signal at a central

optical frequency f, and Enoise f +Δfð Þ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρASE f +Δfð Þp

ej2π f +Δfð Þt is the broadband ASE noise with the

PSD ρASE(f+Δf), whereΔf represents a frequency deviation between the signal and the noise. The mix-

ing between Esig(f) and the noise component Enoise(f+Δf) in the photodiode produces an electric noise
at the frequency Δf,

I Δfð Þ¼ 2ℜ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PsigρASE Δfð Þ

q
cos 2πΔftð Þ (5.2.6)

Thus, the radio frequency (RF) PSD at frequency Δf can be found as

SS�ASE feleð Þ¼ 2ℜ2PsigρASE feleð Þ (5.2.7)

where Δf has been replaced by fele to represent the electrical-domain frequency. Note that this is a

double-sideband RF PSD because ρASE(Δf) and ρASE(�Δf) produce the same amount of RF beating

noise; thus the single-sideband PSD should be twice as high. However, consider that the optical signal

is usually polarized while the ASE noise is unpolarized; only half the ASE power can coherently mix

with the optical signal. The combination of these two effects makes Eq. (5.2.7) the correct expression of

the single-sideband PSD of signal-ASE beat noise.

Although signal-ASE beat noise is generated by the mixing between the optical signal and the ASE

noise, ASE-ASE beat noise is generated by the beating between different optical frequency compo-

nents of the ASE noise at the photodiode. Like signal-ASE beat noise, ASE-ASE beat noise exists only

in the electrical domain as well. Fig. 5.2.2 illustrates that the beating between the two frequency com-

ponents ρASE(f) and ρASE(f+Δf) in a photodetector generates an RF component at Δf.
SASE-ASE f

fele
f 

f f

fopt
B

f

(A) (B)

FIG. 5.2.2

Illustration of optical (A) and electrical (B) power spectral densities (PSD) and ASE-ASE beat noise generation. fopt
and fele represent optical and electrical frequencies, respectively.
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Assuming that the optical bandwidth of the ASE noise is B0 and the ASE noise spectral density is

constant within the optical bandwidth, the ASE-ASE beat noise generation process can be described by

a self-convolution of the ASE noise optical spectrum as illustrated in Fig. 5.2.3A. The size of the shaded

area is a function of the frequency separation Δf and the result of correlation is a triangle function vs.

Δf, as shown in Fig. 5.2.3B.

Another important consideration in calculating ASE-ASE beat noise is the unpolarized nature of the

ASE noise. Statistically it has half-energy horizontally polarized and the other half-vertical polarized,

whereas optical mixing happens only between noise components in the same polarization. Therefore,

the single-sideband ASE-ASE beat noise PSD in the electrical domain can be found as

SASE�ASE feleð Þ¼ℜ2ρ2ASE
2

Bo� feleð Þ (5.2.8)
f
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B

B

fopt −B B
f

oASEB

(A) (B)

FIG. 5.2.3

Illustration of optical (A) and electrical (B) power spectral densities in the process of ASE-ASE beat noise

generation.
Again, the unit of ASE-ASE beat noise is in [A2/Hz]. In most cases, the electrical bandwidth is much

less than the optical bandwidth (Δf� fele< <B0); therefore, Eq. (5.2.8) is often expressed as

SASE�ASE �ℜ2ρ2ASEB0=2 (5.2.9)

which can be treated as a white noise within the receiver RF bandwidth. It is important to notice that

in some textbooks, the RF spectral density of spontaneous-spontaneous beat noise is expressed as

SASE�ASE¼2ℜ2ρASE
2 B0, which seems to be four times higher than that predicted by Eq. (5.2.9). The

reason for this discrepancy is due to their use of single-polarized ASE noise PSD ρASE¼nsphf
[G(f)�1], which is half of the unpolarized ASE noise spectral density given by Eq. (5.2.1).
5.2.3 NOISE FIGURE
In electronic amplifiers, the noise figure is defined as the ratio between the input electrical SNR and the

output electrical SNR. For an optical amplifier, both the input and the output are optical signals. To use

the similar noise figure definition, a photodetector has to be used both in the input and the output, and

therefore (Haus, 2000)
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F¼ SNRin

SNRout
(5.2.10)

where SNRin and SNRout are the input and the output signal-to-noise power ratios in the electrical do-

main, which can be measured using the setup shown in Fig. 5.2.4, where the optical amplifier has an

input optical power Pin and an optical gain G.
SNRin

P GP
SNRout

FIG. 5.2.4

Measurement of optical amplifier noise figure. PD: photodetector.
It is important to note that at the input side of the optical amplifier there is essentially no optical

noise. However, since there is a photodetector used to convert the input optical signal into the electrical

domain, shot noise will be introduced even if the photodetector is ideal. Therefore, the SNRin in the

amplifier input side is determined by the shot noise generated in the photodetector. Assume that the

photodetector has an electrical bandwidth Be; the total shot noise power is Pshot¼2qℜPinBe, where

Ps is the input optical signal power. At the same time, the detected signal electrical power at the optical

amplifier input side is (ℜPin)
2, so the input SNR is

SNRin ¼ ℜPinð Þ2
2qℜPinBe

¼ℜPin

2qBe

(5.2.11)

At the optical amplifier output, in addition to the amplified optical signal, ASE noise is also generated

by the amplifier. After photodetection, the major noise sources are shot noise, signal-ASE beat noise,

and ASE-ASE beat noise. Since the ASE-ASE beat noise can be significantly reduced by using a nar-

rowband optical filter in front of the photodetector, in the calculation of SNRout only shot noise and

signal-ASE beat noise are included. Considering that the signal electrical power is (ℜGPin)
2, the

signal-ASE beat noise electrical power is

PS�ASE ¼ 2ℜ2GPinρASEBe ¼ 4ℜ2GPinnsphf G�1ð ÞBe (5.2.12)

where Eq. (5.2.1) has been used.

As the optical bandwidth B0 is considered narrow enough, ASE contribution to the shot noise is

negligible and thus the shot noise power is only created by the optical signal so that Pshot¼2qℜGPinBe.

The electrical SNR at optical amplifier output is

SNRout ¼ ℜGPinð Þ2
Pshot +PS�ASE

¼ ℜGPin

2qBe + 4ℜnsphf G�1ð ÞBe
(5.2.13)

Based on the definition in Eq. (5.2.10), the optical amplifier noise figure is

F¼ 1

2q

4ℜnsphf G�1ð Þ+ 2q
G

¼ 2nsp
G�1ð Þ
G

+
1

G
(5.2.14)
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whereℜ¼q/(hf) has been used. In fact, the noise figure is the property of the optical amplifier, which

should be independent of the property of the photodetector used for the measurement. Thus, an ideal

photodetector with 100% quantum efficiency is used (η¼1). In most practical applications, the ampli-

fier optical gain is large enough (G≫1) and therefore, the noise figure can be further simplified as

F� 2nsp (5.2.15)

As the spontaneous emission factor nsp�1 with the minimum value of nsp¼1 happens with complete

carrier inversion, the minimum noise figure of an optical amplifier is 2, which is 3dB.

Although the definition of the noise figure is straightforward and the expression is simple, there is

no simple way to predict the spontaneous emission factor nsp in an optical amplifier, and therefore,

actual measurements have to be performed (Baney and Gallion, 2000).
5.3 SEMICONDUCTOR OPTICAL AMPLIFIERS
A SOA is similar to a semiconductor laser operating below threshold. It requires an optical gain me-

dium and an optical waveguide, but it does not require an optical cavity (Connelly, 2002; Shimada

and Ishio, 1992; Olsson, 1992). An SOA can be made by a laser diode with antireflection (AR) coat-

ing on each facet; an optical signal passes through the gain medium only once and therefore, it is also

known as a traveling-wave optical amplifier. Because of the close similarity between an SOA and a

laser diode, the analysis of SOA can be based on the rate Eq. (3.3.12) we have already discussed in

Section 3.3.

dN z, tð Þ
dt

¼ J

qd
�N z, tð Þ

τ
�2Γvga N�N0ð ÞP z, tð Þ (5.3.1)

where N(z, t) is the carrier density and P(z, t) is the photon density, and both of them are position de-

pendent along the SOA optical waveguide. J is the injection current density, d is the thickness of the

active layer, vg is the group velocity of the lightwave, τ is the spontaneous emission carrier lifetime, a is
the differential optical field gain,N0 is the transparency carrier density, and Γ is the optical confinement

factor of the waveguide.
5.3.1 STEADY-STATE ANALYSIS
Let’s start with a discussion of steady-state characteristics of an SOA. In the steady state, d/dt¼0 and

the rate equation is simplified as

J

qd
�N z, tð Þ

τ
�2Γvga N�N0ð ÞP z, tð Þ¼ 0 (5.3.2)

If the power of the optical signal is low enough (P(z, t)�0), the small-signal approximation is justified

and the carrier density can be found as N¼Jτ/qd. Thus, the small-signal material gain can be found as

g0 ¼ 2a N�N0ð Þ¼ 2a
Jτ

qd
�N0

� �
(5.3.3)
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We can then use this small-signal gain g0 as a parameter to investigate the general case where the signal

optical power may be large. Eq. (5.3.2) can be written as

g0
2a

� N�N0ð Þ�2Γvgτa N�N0ð ÞP z, tð Þ¼ 0 (5.3.4)

In the large-signal case, if we define g¼2a(N�N0) as the material gain, Eq. (5.3.4) yields

g¼ g0
1 +P z, tð Þ=P0

sat

(5.3.5)

where

P0
sat ¼

1

2Γvgτa
(5.3.6)

is the saturation photon density, and it is an SOA parameter that is independent of the actual signal

optical power. Similar to that discussed in Eq. (3.3.25), the saturation photon density can also be found

related to the saturation optical power by

Psat ¼P0
satwdvghf (5.3.7)

where w is the waveguide width (wd is the area of cross-section) and hf is the photon energy. Therefore,
the corresponding saturation optical power is

Psat ¼wdhf

2Γτa
(5.3.8)

As an example, for an SOAwith waveguide width w¼2μm and thickness d¼0.25μm, optical confine-

ment factor Γ¼0.3, differential field gain a¼5�10�20m2, and carrier lifetime τ¼1ns, the saturation

optical power is approximately 22 mW.

In the analysis of semiconductor lasers, we often assume that the optical power along the laser cav-

ity is uniform; this is known as mean-field approximation. For an SOA, on the other hand, the signal

optical power at the output side is much higher than that at the input side, and they differ by the amount

of the SOA optical gain. In this case, mean-field application is no longer accurate. The wavelength

dependency of the optical gain in an SOA fits to a parabolic reasonably well as described in

Eq. (5.1.2), so that the steady-state gain saturation and bandwidth reduction in the nonlinear operation

regime discussed in Section 5.1 are readily applicable.

Although an ideal SOA has no reflection from the end facets through AR coating, a practical SOA

always has residual reflectivity at each facet which forms a weak resonance cavity and introduces

unwanted ripple in the gain spectrum. Fig. 5.3.1 shows an SOA structure with cavity length L,
single-pass optical gain Gs, facet reflectivity R, and refractive index n, so that the propagation constant
is β¼2πfn/c, with f the optical frequency.
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FIG. 5.3.1

Illustration of SOA with cavity length L, single-pass optical gainGs, facet reflectivity R, and propagation constant β.
The colinear optical beam is purposely displaced after each reflection for better display.
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Fig. 5.3.1 shows the evolution of the optical field after each reflection and transmission, where the

input optical field is Ei. As R is the facet power reflectivity, the optical field reflectivity and transmis-

sion are
ffiffiffi
R

p
and

ffiffiffiffiffiffiffiffiffiffiffi
1�R

p
, respectively, and the single-pass complex optical field gain is

ffiffiffiffiffi
Gs

p
e�jβL. After

each roundtrip inside the SOA, the optical field experiences a gain of Gse
� j2βL, and a reflection loss of

R. The overall output optical field is then,

E0 ¼Ei 1�Rð Þ
ffiffiffiffiffiffi
Gs

p
e�jβL

X∞
m¼0

Gm
s R

me�j2mβL

 !
¼Ei 1�Rð Þ ffiffiffiffiffiffi

Gs

p
e�jβL

1�RGse�j2βL
(5.3.9)

The power transfer function is thus,

T¼ E0

Ei

����
����
2

¼ 1�Rð Þ2Gs

1�RGsð Þ2 + 4RGs sin2 2πf τð Þ (5.3.10)

where ϕ¼βL¼2πτdf is the single-trip phase shift, and τd¼nL/c is the single-trip propagation delay.

Neglect the effect of saturation, the optical gain Gs is a function of optical frequency,

Gs fð Þ¼ exp
Γg f0ð ÞL

1 + 4 f � f0ð Þ2=Δf 2

( )
(5.3.11)

where g(f0) is the peak material gain and Δf is the FWHM material gain bandwidth. The peak optical

gain is Gs(f0)¼exp{Γg(f0)L}.
For an ideal SOA with perfect AR coating so that R¼0, the power transfer function is T(f)¼Gs(f).

But even a weak facet reflection would introduce strong ripple in the power transfer function.
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FIG. 5.3.2

SOA power transfer functions calculated with peak gain Gs(f0)¼30-dB peak gain, cavity length L¼300μm,

refractive index n¼3.5, and material gain bandwidth Δf¼2.5THz (equivalent to 20nm in the 1550nm

wavelength window). The dashed lines show the power transfer function with R¼0, and the thin solid lines show

the power transfer functions with R¼5�10�5 (A), 10�4 (B), and 5�10�4 (C).
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As an example, Fig. 5.3.2 shows SOA power transfer functions with a peak optical gain Gs(f0)¼
30dB, SOA length L¼300μm, material refractive index n¼3.5, and material gain bandwidth

Δf¼2.5THz (equivalently 20nm in the 1550nm wavelength window). The dashed line in

Fig. 5.3.2 shows the power transfer function with R¼0, and the thin dashed lines show the power
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transfer function with R¼5�10�5, 10�4, and 5�10�4 for Fig. 5.3.2A–C, respectively. In general,

GsR≪1 is required for a high quality, and thus R has to be extremely low for an SOA with high

optical gain.
T
G f R dB

FIG. 5.3.3

SOA power transfer function calculated with peak gainGs(f0)¼30dB, R¼0 (dashed line) andR¼0.172�10�3 so

that the ripple amplitude is exactly 3dB.
Because of the ripple in the SOA power transfer function, the determination of 3dB bandwidth may

become complicated. In fact, without the cavity effect (R¼0), the 3dB bandwidth can be found to be

B0 ¼Δf
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln2= g0L� ln2ð Þp

as defined in Eq. (5.1.6). Whereas when the cavity resonance is strong

enough so that the ripple strength near f0 is higher than 3dB, the 3dB bandwidth will become much

narrower and determined only by the Febry-Perot resonance. Based on Eq. (5.3.10) and assume the

free-spectral range (FSR) of the Febry-Perot cavity is much smaller than Δf (so that Gs is regarded

as wavelength independent), the 3dB bandwidth can be found as

B0 ¼ 2 �FSR
π

� sin�1 1�RGs

2
ffiffiffiffiffiffiffiffi
RGs

p
� �

where FSR¼1/(2τd) represents the period of the Febry-Perot resonance in the frequency domain. Note

that for this bandwidth expression to be valid, 1�RGs 	 2
ffiffiffiffiffiffiffiffi
RGs

p
has to be satisfied, orGs(f0)R�0.172.

This is equivalent to the ripple amplitude near f¼ f0 to be larger than, or as least equal to, 3dB as shown

in Fig. 5.3.3.
5.3.2 GAIN DYNAMICS OF SOA
Due to its short carrier lifetime, optical gain in an SOA can change quickly. Fast-gain dynamics is one

of the unique properties of semiconductor-based optical amplifiers as opposed to fiber amplifiers,

which are discussed later in this chapter. The consequence of fast-gain dynamics is twofold: (1) It in-

troduces cross talk between different wavelength channels through cross-gain saturation and (2) it can

be used to accomplish all-optical switch based on the same cross-gain saturation mechanism. The fast

carrier dynamics of SOA not only introduces fast gain saturation, but also creates fast index modulation

which is responsible for cross-phase modulation. The application perspective of SOA in all-optical

wavelength conversion and pulse shaping is discussed in this section.
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Using the same carrier density rate equation as Eq. (5.3.1) but converting photon density P into

optical power Popt,

dN z, tð Þ
dt

¼ J

qd
�N z, tð Þ

τ
�2Γa
hfA

N�N0ð ÞPopt z, tð Þ (5.3.12)

where A is the waveguide cross-section area. To focus on the time-domain dynamics, it is helpful to

eliminate the spatial variable z. This can be achieved by investigating the dynamics of the total carrier

population Ntot defined as

Ntot tð Þ¼
ðL

0

N z, tð Þdz

where L is the length of the SOA. Thus, Eq. (5.3.12) becomes

dNtot tð Þ
dt

¼ I

qA
�Ntot tð Þ

τ
�2Γa
hfA

ðL

0

N z, tð Þ�N0½ �Popt z, tð Þdz (5.3.13)

where I¼JL is the total injection current. Considering that relationship between the optical power and

the optical gain as shown in Eq. (5.1.3), the last term of Eq. (5.3.13) which is an integration along the

SOA can be expressed by the output-input power difference,

2Γa
ðL

0

N z, tð Þ�N0½ �Popt z, tð Þdz¼Popt L, tð Þ�Popt 0, tð Þ (5.3.14)

Here, Popt(0, t) and Popt(L, t) are the input and the output optical signal waveforms, respectively. We

have assumed that the power distribution along the amplifier does not change during a single pass

through the SOA, which implies that the rate of optical power change is much slower than the transit

time of the amplifier. For example, if the length of an SOA is L¼300μm and the refractive index of the

waveguide is n¼3.5, a single pass of the optical pulse through the SOA takes only approximately

3.5ps. Under this adiabatic approximation, Eq. (5.3.13) can be simplified as

dNtot tð Þ
dt

¼ I

qA
�Ntot tð Þ

τ
�Popt 0, tð Þ

hfA
G tð Þ�1½ � (5.3.15)

where G(t)¼Popt(L, t)/Popt(0, t) is the optical gain. On the other hand, since the net optical gain of the

amplifier can be expressed as

G tð Þ¼ exp 2Γa
ðL

0

N z, tð Þ�N0ð Þdz
8<
:

9=
;¼ exp 2Γa Ntot tð Þ�N0ð ÞLf g (5.3.16)

That is, Ntot(t)¼ lnG(t)/(2Γa)+N0L, or,

dNtot tð Þ
dt

¼ 1

2ΓaG tð Þ
dG tð Þ
dt

(5.3.17)

Eqs. (5.3.15) and (5.3.17) can be used to investigate how an SOA responds to a short optical pulse.

Consider a short and intense optical pulse injected into an SOA with the pulse width T much shorter

than the carrier lifetime τ. Within this short time interval of optical pulse duration, the contribution of
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both current injection I/qd and spontaneous recombination Ntot/τ are very small and negligible. Thus

Eq. (5.3.15) can be simplified as

dNtot zð Þ
dt

��Popt 0, tð Þ
hfA

G tð Þ�1½ � (5.3.18)

Eqs. (5.3.17) and (5.3.18) can be combined to eliminate dNtot/dt, and then the equation can be inte-

grated over the pulse duration from t¼0 to t¼T,

ln
1�1=G Tð Þ
1�1=G 0ð Þ
� �

+
1

τPsat

ðT

0

Popt 0, tð Þdt¼ 0 (5.3.19)

where Psat is the saturation optical power as defined in Eq. (5.3.8).G(0) andG(T) are SOA optical gains

immediately before and immediately after the optical pulse, respectively.

Eq. (5.3.19) can be written as

G Tð Þ¼ 1

1� 1� 1

G0

� �
exp �Win Tð Þ

τPsat

� � (5.3.20)

where Win Tð Þ¼ ÐT
0

Popt t, 0ð Þdt is the optical pulse energy at the SOA input port, and τPsat can be con-

sidered as the saturation pulse energy. Eq. (5.3.20) indicates that when the normalized pulse energy

Win/(τPsat) is small, the optical gain is equal to the small-signal gainG0. Whereas when the normalized

pulse energy is very high, the optical gain will be suppressed to G(T)�1 immediately after the pulse.

As illustrated in Fig. 5.3.4, this fast gain dynamics originates from the fast depletion of the carrier pop-

ulation Ntot by the intense optical pulse, but the recovery of the carrier population is dependent on the

carrier lifetime which might be on the sub-nanosecond level.
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FIG. 5.3.4

Illustration of short pulse response of optical gain and carrier population of an SOA: (A) short optical pulse, (B)

optical gain of the SOA, and (C) carrier population.
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5.3.3 ALL-OPTICAL SIGNAL PROCESSING BASED ON THE CROSS-GAIN
AND CROSS-PHASE MODULATION
All-optical signal processing is the modulation of an optical signal directly by another optical signal,

which circumvents the need of optical to electrical (O/E) and electrical to optical (E/O) conversions.

SOA operating in the nonlinear regime is an ideal device for all-optic signal processing thanks to its fast

carrier dynamics. All-optical switching and wavelength conversion can be accomplished by an SOA

through cross-gain and cross-phase modulation (Contestabile et al., 2007; Hui et al., 1994).

Fig. 5.3.5A shows the block diagram of all-optical wavelength conversion based on the cross-gain

modulation of an SOA. In this application, a high-power intensity-modulated optical signal at wave-

length λ2 is combined with a relatively weak continuous-wave (CW) signal at λ1 before they are both

injected into an SOA. The optical gain of the SOA is then modulated by the signal at λ2 through SOA

gain saturation effect as illustrated in Fig. 5.3.5B.At the same time, theweakCWoptical signal at wave-

length λ1 is amplified by the time-varying gain of the SOA, and therefore, its output waveform is com-

plementary to that of the optical signal at λ2.At the output of the SOA, an optical bandpass filter is used to
select the wavelength component at λ1 and reject that at λ2. In this way, the wavelength of the optical

carrier is converted from λ2 to λ1. This process is all-optical andwithout the need for electricmodulation.
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FIG. 5.3.5

All-optical wavelength conversion using cross-gain saturation effect of SOA: (A) system configuration and (B)

illustration of principle.
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For practical applications, all-optical wavelength conversion based on the cross-gain saturation re-

quires low saturation power Psat of the SOA so that the nonlinearity is strong. The on/off ratio of the

converted optical signal at wavelength λ1 is determined by the ratio of SOA gain suppression intro-

duced by the signal at wavelength λ2. Assume the input optical pulse is much shorter than the carrier

lifetime and thus Eq. (5.3.20) is valid. As an example, for an SOA with a saturation power

Psat¼110mW and a carrier lifetime τ¼1ns so that the saturation energy is Pastτ¼110pJ, the optical

gain suppression ratio vs. input pulse energy is shown in Fig. 5.3.6 for three different small-signal gains

G0 of the SOA. With a high small-signal optical gain, it is relatively easy to achieve a high gain sup-

pression ratio because the output pulse energy is high. For example, if the input optical pulse energy is

10pJ, to achieve 10-dB optical gain suppression, the small signal gain has to be at least 20dB, as shown

in Fig. 5.3.6.
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Gain suppression ratio vs. input optical pulse energy in an SOA with 110-mW saturation optical power and 1ns

carrier lifetime.
Another important issue in all-optical signal processing is the response speed. Although the optical

gain suppression is fast in an SOA, which to some extent is only limited by the width of the input optical

pulse as illustrated in Fig. 5.3.4, the gain recovery after the optical pulse can be quite long; this gain

recovery process depends on the carrier lifetime τ of the SOA.
After an optical pulse passes through the SOA, the gain of the SOA starts to recover toward its

small-signal valueG0 due to the constant carrier injection into the SOA. Since the photon density inside

the SOA is low after the event of optical pulse, stimulated emission can be neglected in the gain re-

covery process, and the carrier population rate Eq. (5.3.15) becomes

dNtot tð Þ
dt

¼ I

qA
�Ntot tð Þ

τ
(5.3.21)
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The solution of Eq. (5.3.21) is

Ntot tð Þ¼ Ntot tsð Þ�Ntot 0ð Þ½ �exp � t� ts
τ


 �
+Ntot 0ð Þ (5.3.22)

where Ntot(0)¼Ntot(∞) is the small-signal carrier population of the SOA, and Ntot(ts) is the minimum

carrier population corresponding at the falling edge of the pulse as shown in Fig. 5.3.4. Since optical

gain is exponentially proportional to the carrier population, as indicated in Eq. (5.3.16), the normalized

optical gain during the recovery process is

ln
G tð Þ
G0

� �
¼ ln

G tsð Þ
G0

� �
exp � t� ts

τ


 �
(5.3.23)

Eq. (5.3.23) clearly demonstrates that the dynamics of optical gain recovery primarily depend on the

carrier lifetime τ of the SOA.
In addition to cross-gain modulation, all-optical wavelength conversion can also be accomplished

with cross-phase modulation. As we discussed in Chapter 3, in a semiconductor laser the carrier density

change not only changes the optical gain, it also changes the refractive index of the material, and thus

introduces an optical phase modulation. This is also true in SOAs. We know that photon density P of an

optical amplifier can be related to the material gain g as, P¼Pinexp(gL), where Pin is the input photon

density and L is the SOA length. In the case of small-signal modulation, an infinitesimal change in the

carrier density induces an infinitesimal change of the material gain byΔg. The corresponding change in
the photon density isΔP¼P �ΔgL. At the same time, the optical phasewill be changed byΔϕ¼ωΔnL/c,
whereΔn is the change of the carrier density andω is the signal optical frequency. According to the def-

inition of linewidth enhancement factor αlw in Eq. (3.3.40), the gain change and the phase change are

related by

αlw ¼ 2P
Δϕ
ΔP

¼ 2Δϕ
ΔgL

(5.3.24)

This can be extended to large-signal modulation. In such a case, if the phase is switched from ϕ0 to ϕ1,

the corresponding material gain is changed from g0 to g1, and the corresponding optical gain will

change from G0¼exp(g0L) to G1¼exp(g1L). Eq. (5.3.24) can be used to find the relationship between
phase change and gain change as

ϕ1�ϕ0 ¼
αlw
2

ln
G1

G0

� �
(5.3.25)

Fig. 5.3.7A shows an example of SOA gain spectra without (solid circles) and with (open circles) gain

saturation. The SOA operating in the 1300nmwavelength windowwith an approximately 23-dB small-

signal peak gain.The gain saturationwas introduced by apump laserwith�8.2-dBmoptical power at the

SOA input. The gain saturation is stronger in the short wavelength side of the peak gain, which is caused

by a red shift of the gain peakwhen the carrier density is suppressed by the optical pump.This implies that

the saturation power Psat(λ) is wavelength dependent, and thus converting an optical modulation from a

long-wavelength carrier to a shorter-wavelength carrier is more efficient then the opposite. Fig. 5.3.7B

shows that the gain extinction ratio is reduced by approximately 5dB with the wavelength increase

from 1270 to 1340nm. However, for this 70nm wavelength increase, the optical phase change created

by the saturation effect only reduces from 0.64π to 0.4π, which is approximately 2dB.
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(A) SOA gain spectra without (solid circles) and with (open circles) gain saturation. (B) Gain suppression ratio and

optical phase change as the function of wavelength. (C) Linewidth enhancement factor alw as the function of

wavelength (Hui et al., 1994).
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Fig. 5.3.7B reveals that the ratio between the gain extinction and the phase change varies with the

wavelength, which means that the linewidth enhancement factor alw is wavelength dependent. Using

Eq. (5.3.25), alw can be calculated based on the measured G1/G0 and ϕ1�ϕ0 as the function of the

wavelength, and the results are shown in Fig. 5.3.7C. Note that in a laser diode, typical value of alw
ranges from 3 to 8 because the lasing wavelength is usually near the wavelength of peak gain.

Fig. 5.3.7C indicates that for wavelengths longer than the gain peak, the alw value can potentially

be much higher.

All-optical conversion of signal waveform from an intensity modulated pump to an optical phase

modulation of the probe through an SOA allows the generation of phase-modulated optical signal.

Meanwhile, this cross-phase modulation can also be translated into an all-optical intensity modulation

with the help of a phase discrimination circuit. A typical system configuration utilizing cross-phase

modulation of SOA for all-optical intensity modulation is shown in Fig. 5.3.8, where two identical

SOAs are used in a Mach-Zehnder interferometer (MZI) setting (Stubkjaer, 2000; Wang et al.,

2008). A control optical beam at wavelength λ2 is injected into one of the two SOAs to create an
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imbalance of the interferometer through optical power-induced phase change. A π/2 phase change in an
interferometer arm will change the interferometer operation from constructive to destructive interfer-

ence, thus switching off the optical signal at wavelength λ1.
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FIG. 5.3.8

All-optical switch using SOAs in a MZI configuration.
The major advantage of an all-optical switch using phase modulation in SOA is that the extinction

ration can be made very high by carefully balancing the amplitude and the phase of the two interfer-

ometer arms. While in gain saturation-based optical switch, a very strong pump power is required to

achieve a reasonable level of gain saturation, as illustrated in Fig. 5.3.5B. In addition, phase modulation

is usually less wavelength sensitive compared to gain saturation as shown in Fig. 5.3.7B, which allows

a wider wavelength separation between the signal and the pump.
5.3.4 WAVELENGTH CONVERSION BASED ON FOUR-WAVE MIXING IN AN SOA
Four-wave mixing (FWM) is a nonlinear phenomenon in which the mixing among three optical carriers

of different frequencies, fj, fk, and fl, creates new frequency components at fjkl¼ fj+ fk� fl. FWM can

also be created with two original optical carriers, which is a special case with fj¼ fk, known as degen-

erate FWM. The mechanism of FWM in an optical fiber has been discussed in Section 2.6, where dy-

namic refractive index gratings along the fiber are created from the mixing among optical carriers, and

new frequency components are generated from the interaction between optical carriers and the dynamic

index gratings. The concept of FWM in an SOA is similar to that in an optical fiber except for a dif-

ferent nonlinear mechanism. In an SOA, the mixing between two optical carriers generates a modu-

lation of carrier population Ntot and therefore, the complex optical gain is modulated at the

difference frequency between the two carriers. Each original optical carrier is then modulated by this

beating frequency, producing sidebands. FWM in an SOA can be much more efficient than that in a

passive optical fiber because the length of an SOA is typically less than a millimeter, while the fiber

length has to be on the order of kilometers. Rigorous analysis of FWM in an SOA can be performed by

numerically solving the rate equations. However, to understand the physical mechanism of FWM, we

can simplify the analysis using a mean-field approximation. With this approximation, the carrier pop-

ulation rate Eq. (5.3.13) can be written as

dNtot tð Þ
dt

¼ I

qA
�Ntot tð Þ

τ
�2Γa

hfA
Ntot tð Þ�N0, tot½ �Pave tð Þ (5.3.26)
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where Pave is the spatially averaged optical power and N0,tot is the transparency carrier population.

Since there are two optical carriers that coexist in the SOA, the total optical power inside the SOA

is the combination of these two carriers,

Pave tð Þ¼ E1e
�j2πf1t +E2e

�j2πf2t
�� ��2 (5.3.27)

where f1 and f2 are the optical frequencies and E1 and E2 are the field amplitudes of the two carriers,

respectively.

Eq. (5.3.27) can be expanded as

Pave tð Þ¼PDC +E1E∗
2e

j2πΔft +E∗
1E2e

�j2πΔft (5.3.28)

where PDC¼E1
2+E2

2 is the constant part of the power and Δf¼ f2� f1 is the frequency difference be-

tween the two carriers. As a consequence of this optical power modulation at frequencyΔf as shown in
Eq. (5.3.28), the carrier population will also be modulated at the same frequency due to gain saturation:

Ntot tð Þ¼NDC +ΔNej2πΔft +ΔN∗e�j2πΔft (5.3.29)

where NDC is the constant part of carrier population and ΔN is the magnitude of carrier population

modulation. Substituting Eqs. (5.3.28) and (5.3.29) into the carrier population rate Eq. (5.3.26) and

separating the DC and time-varying terms, we can determine the values of ΔN and NDC as

ΔN¼ NDC�N0, totð ÞE1E∗
2

Psat,opt 1 +PDC=Psat,opt + j2πΔf τ
� 	 (5.3.30a)

ΔN∗ ¼ NDC�N0, totð ÞE∗
1E2

Psat,opt 1 +PDC=Psat,opt� j2πΔf τ
� 	 (5.3.30b)

so that,

Ntot tð Þ¼NDC +
NDC�N0, totð Þ E1E2j j

Psat,opt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 +PDC=Psat,opt

� 	2
+ 2πΔf τð Þ2

q cos 2πΔft +Φð Þ (5.3.31)

where, the phase angle is Φ¼ tan�1 2πΔf τ
1 +PDC=Psat,opt


 �
, and

NDC ¼ Iτ= qAð Þ+N0, totPDC=Psat,opt

1 +PDC=Psat,opt
(5.3.32)

Since the optical gain of the amplifier is exponentially proportional to the carrier population as

G∝exp(NtotL), the magnitude of carrier population modulation reflects the efficiency of FWM.

Eq. (5.3.31) indicates that FWM efficiency is low when the carrier frequency separation Δf is high
and the effective FWM bandwidth is mainly determined by the carrier lifetime τ of the SOA. In a typ-
ical SOA, the carrier lifetime is on the order of nanosecond and therefore, this limits the effective FWM

bandwidth to the order of gigahertz. However, experimentally, the effect of FWM in SOA has been

observed even when the frequency separation between the two optical carriers was as wide as in

the Terahertz range, as illustrated in Fig. 5.3.9.
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FIG. 5.3.9

Normalized FWM signal power vs. frequency detune (Zhou et al., 1993).
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The wide bandwidth of FWM measured in SOAs indicated that the gain saturation is not only de-

termined by the lifetime of interband carrier recombination τ; other effects, such as intraband carrier

relaxation and carrier heating, have to be considered to explain the ultrafast carrier recombination

mechanism. In Fig. 5.3.9, the normalized FWM efficiency, which is defined as the ratio between

the power of the FWM component and that of the initial optical carrier, can be estimated as a multiple

time constant system (Zhou et al., 1993):

ηFWM∝
X
n

ki
1 + i2πΔf τn

�����
�����
2

(5.3.33)

where τn and kn are the time constant and the importance of each carrier recombination mechanism. To

fit the measured curve, three time constants had to be used, with k1¼5.65e�1.3i, k2¼0.0642e1.3i,

k3¼0.0113e1.53i, τ1¼0.2ns, τ2¼650fs, and τ3¼50fs (Zhou et al., 1993).

The most important application of FWM in SOA is frequency conversion, as illustrated in

Fig. 5.3.10. A high-power CW optical carrier at frequency f1, which is usually referred to as

pump, is injected into an SOA together with an optical signal at frequency f2, which is known as

the probe. Due to FWM in SOA, a new frequency component is created at fFWM¼ f2�2f1. A bandpass

optical filter (BPF) is then used to select this FWM frequency component. In addition to performing

frequency conversion from f2 to fFWM, an important advantage of this frequency conversion is

frequency conjugation, as shown in Fig. 5.3.10B. The upper (lower) modulation side of the probe

signal is translated into the lower (upper) sideband of the wavelength converted FWM component.

This frequency conjugation effect has been used to combat chromatic dispersion in fiber-optical

systems.
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FIG. 5.3.10

Wavelength conversion using FWM in an SOA: (A) system configuration and (B) illustration of frequency

relationship of FWM, where fFWM¼ f2�2f1.
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Suppose the optical fiber has an anomalous dispersion. High-frequency components travel faster

than low-frequency components. If an SOA is added in the middle of the fiber system, performing

wavelength conversion and frequency conjugation, the fast-traveling upper sideband over the first half

of the system will be translated into the lower band, which will travel more slowly over the second half

of the fiber system. Therefore, signal waveform distortion due to fiber chromatic dispersion can be

canceled by this mid-span frequency conjugation.

To summarize, an SOA has a structure similar to that of a semiconductor laser except it lacks optical

feedback. The device is small and can be integrated with other optical devices such as laser diodes and

detectors in a common platform. This is especially attractive for photonic integration to reduce per-

device cost and increase the reliability. Because of its fast carrier dynamics, an SOA can often be used

for all-optical switches and other nonlinear optical signal processing purposes. However, for the same

reason, an SOA is usually not suitable to be used as a line amplifier in a multiwavelength optical sys-

tem. In such an application, cross-gain and cross-phase modulations in the SOA would create signif-

icant cross talk between different wavelength channels and introducing performance degradation. For

that purpose, optical fiber amplifiers would be a better choice.
5.4 ERBIUM-DOPED FIBER AMPLIFIERS
An EDFA is one of the most popular optical devices in modern fiber-optic communication systems

(Giles and Desurvire, 1991). EDFAs provide many advantages over SOAs in terms of high gain, high

optical power, low cross talk between wavelength channels, and easy optical coupling from and to op-

tical fibers (Desurvire, 1994). The basic structure of an EDFA shown in Fig. 5.4.1 is composed of an

erbium-doped fiber (EDF), a pump laser, an optical isolator, and a wavelength-division multiplexing

(WDM) coupler.
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FIG. 5.4.1

Configuration of an EDFA. EDF: erbium-doped fiber and WDM: wavelength-division multiplexing coupler.
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In contrast to SOAs, an EDFA is optically pumped and therefore, it requires a pump source, which is

usually a high-power semiconductor laser. TheWDM coupler is used to combine the short-wavelength

pump with the longer-wavelength signal. The reason to use a WDM combiner instead of a simple op-

tical coupler is to avoid the combination loss, discussed in detail in the next chapter. The optical isolator

is used to minimize the impact of optical reflections from interfaces of optical components, and avoid

Febry-Perot resonance discussed in Section 5.3. Since an EDFA may provide a significant amount of

optical gain, even a small amount of optical reflection may be able to cause oscillation and therefore,

degrade EDFA performance. Some high-gain EDFAs may also employ another optical isolator at the

input side.
(A) (B)

FIG. 5.4.2

Simplified energy band diagrams of erbium ions in silica: (A) three-level system and (B) two-level system.
An optical pumping process in an EDF is usually described by a simplified three-level energy sys-

tem as illustrated in Fig. 5.4.2A. The bandgap between the ground state and the excited state is approx-

imately 1.268eV; therefore, pump photons at 980nm wavelength are able to excite ground-state

carriers to the excited state and create population inversion. The carriers stay in the excited state

for only about 1μs, and after that they decay into a metastable state through a nonradiative transition.

In this process, the energy loss is turned into mechanical vibrations in the fiber. The energy band of the

metastable state extends roughly from 0.78 to 0.85eV, which correspond to a wavelength window rang-

ing approximately from 1460 to 1580nm. Under thermal equilibrium, carrier density within the meta-

stable energy band follows the Fermi-Dirac distribution.
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Finally, radiative recombination happens when carriers step-down from the metastable state to the

ground state and emit photons in the 1550nm wavelength region. The carrier lifetime in the metastable

state is on the order of 10 ms, which is four orders of magnitude longer than the carrier lifetime in the

excited state. Therefore, with constant optical pumping at 980nm, almost all the carriers are accumu-

lated in the metastable state. Therefore, the three-level system can be simplified into two levels for most

of the practical applications.

As illustrated in Fig. 5.4.2B, an EDF can also be pumped at 1480nm wavelength, which corre-

sponds to the bandgap between the top of the metastable state and the ground state. In this case,

1480nm pump photons excite carriers from ground state to the top of metastable state directly. Then,

these carriers relax down through an intraband relaxation process to form the Fermi-Dirac distribution

across the metastable energy band. Typically, 1480nm pumping is more efficient than 980nm pumping

because it does not involve the nonradiative transition from the excited state to the metastable state.

Therefore, 1480nm pumping is often used for high-power optical amplifiers where energy efficiency is

the most important concern. However, amplifiers with 1480nm pumps usually have higher noise fig-

ures than 980nm pumps, which will be discussed later.
5.4.1 ABSORPTION AND EMISSION CROSS SECTIONS
Absorption and emission cross sections are two very important properties of EDFs. Although the name

cross sectionmay seem to represent a geometric size of the fiber, it does not. The physical meanings of

absorption and emission cross sections in an EDF are absorption and emission efficiencies at each

wavelength (Desurvire, 1994).

Now let’s start with the pump absorption efficiency Wp, which is defined as the probability that a

pump photon is absorbed within each second to promote carrier transition. It is equivalent to the prob-

ability that a ground-state carrier been pumped to the metastable state within each second. If the pump

optical power is Pp, within each second the number of pump photons is Pp/hfp, where fp is the optical
frequency of the pump. Then, pump absorption efficiency is

Wp ¼ σaPp

hf pA
(5.4.1)

where A is the effective fiber core cross-section area and σa is the absorption cross section. In another

words, the absorption cross section is defined as the ratio of pump absorption efficiency and the density

of pump photon flow rate:

σa ¼Wp

�
Pp

hf pA

 !
(5.4.2)

Since the unit ofWp is [s
�1] and the unit of the density of the pump photon flow ratePp/(hfpA) is [s

�1 m2],

the unit of absorption cross section is [m2]. This is probably where the term absorption cross section
comes from. As wementioned, it is the property of the doped erbium ions, which has nothing to do with

the geometric cross section of the fiber. We also need to note that the absorption cross section does not
mean attenuation; it indicates the efficiency of energy conversion from photons to the excited carriers.

Similarly, we can define an emission cross section as

σe ¼Ws

�
Ps

hf sA

� �
(5.4.3)
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where Ps and fs are the emitted signal optical power and frequency, respectively. Ws is the stimulated

emission efficiency, which is defined as the probability that a carrier in the metastable state drops down

to the ground state to produce a signal photon within each second. It has to be emphasized that both

absorption and emission cross sections are properties of the EDF itself. They are independent of the

operation conditions of the fiber such as pump and signal optical power levels.
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FIG. 5.4.3

Example of absorption and emission cross sections of Lucent HE980 erbium-doped fiber.
At each wavelength both absorption and emission exist because photons can be absorbed to gen-

erate carriers through a stimulated absorption process; at the same time, new photons can be generated

through a stimulated emission process. Fig. 5.4.3 shows an example of absorption and emission cross

sections; both of them are functions of wavelength.

If the carrier densities in the ground state and the metastable state are N1 and N2, respectively,

the net stimulated emission rate per cubic meter is Re¼Ws(λs)N2�Wp(λs)N1, whereWs(λs) andWp(λs)
are the emission and absorption efficiencies of the EDF at the signal wavelength λs. Considering
the definitions of absorption and emission cross sections, this net emission rate can be expressed as

Re ¼Γ λsð Þσe λsð ÞPs

hf sA
N2�σa λsð Þ

σe λsð ÞN1

� �
(5.4.4)

where a field confinement factor Γ is introduced to take into account the overlap fact between the sig-

nal/pump optical field and the erbium-doped area in the fiber core. The physical meaning of this net

emission rate is the number of photons that are generated per second per cubic meter. In the ideal case

without attenuation, this is equal to the pump absorption rate.



1835.4 ERBIUM-DOPED FIBER AMPLIFIERS
5.4.2 RATE EQUATIONS
The rate equation for the carrier density N2 in the metastable state is

dN2

dt
¼Γ λp
� 	

σa λp
� 	

Pp

hf pA
N1�Γ λsð Þσe λsð ÞPs

hf sA
N2�σa λsð Þ

σe λsð ÞN1

� �
�N2

τ
(5.4.5)

On the right side of this equation, the first term is the contribution of carrier generation by stimulated

absorption of the pump (Γp is the overlap factor at pump wavelength). The second term represents net

stimulated recombination which consumes the upper-level carrier density. The last term is spontaneous

recombination, in which upper-level carriers spontaneously recombine to generate spontaneous emis-

sion. τ is the spontaneous emission carrier lifetime. For simplicity we neglected the emission term at

pump wavelength because usually σe(λp)≪σa(λs).
In Eq. (5.4.5), both lower (N1) and upper (N2) state carrier densities are involved. However, these

two carrier densities are not independent and they are related by

N1 +N2 ¼NT (5.4.6)

whereNT is the total erbium ion density that is doped into the fiber. The energy state of each erbium ion

stays either in the ground level or in the metastable level.

In the steady state (d/dt¼0), if only one signal wavelength and one pump wavelength are involved,

Eq. (5.4.5) can be easily solved with the help of Eq. (5.4.6):

N2 ¼
Γ λp
� 	

σa λp
� 	

fsPp +Γ λsð Þσa λsð ÞfpPs

Γ λp
� 	

σa λp
� 	

fsPp +Γ λsð ÞfpPs σe λsð Þ + σa λsð Þð Þ+ hf sfpA=τ
NT (5.4.7)

Note that since the optical powers of both the pump and the signal change significantly along the length

of the fiber, the upper-level carrier density is also a function of the location parameter z along the fiber:
N2¼N2(z). To find the z-dependent optical powers for the pump and the signal, propagation equations

need to be established for both them.

The propagation equations for the optical signal at wavelength λs and for the pump at wavelength λp
are

dPs λsð Þ
dz

¼ g z, λsð ÞPs zð Þ (5.4.8)

dPp λp
� 	
dz

¼ α z, λp
� 	

Pp zð Þ (5.4.9)

where

g z, λsð Þ¼Γ λsð Þ σe λsð ÞN2 zð Þ�σa λsð ÞN1 zð Þ½ � (5.4.10)

is the effective gain coefficient at the signal wavelength and

α z, λp
� 	¼Γ λp

� 	
σe λp
� 	

N2 zð Þ�σa λp
� 	

N1 zð Þ �
(5.4.11)

is the effective absorption coefficient at the pump wavelength.

These propagation equations can be easily understood by looking at, for example, the term σe(λs)
N2(z)Ps(z)¼WshfsAN2(z). It is the optical power generated per unit length at the position z. Similarly,
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σa(λs)N1(z)Ps(z)¼WahfsAN1(z) is the optical power absorbed per unit length at position z. Note that,

similar to the material gain and absorption coefficients discussed for SOAs, the unit of both g and

α is in [m�1].

Since the confinement factor Γ(λ) is only weakly dependent on the wavelength, the wavelength

dependence of g and α is primarily determined by the emission and the absorption cross sections.

For that reason, in manufacturers data sheets, emission and absorption cross-section values are often

presented in terms of the maximum gain and absorption rates along the fiber defined as exp[Γσe(λ)NT]

and exp[Γσa(λ)NT], with the unit of [dB/m]. Fig. 5.4.4 shows the maximum gain and absorption rates

based on the emission and absorption cross sections shown in Fig. 5.4.3, and assume a doping density of

NT¼5.2�1024 m�3, and a constant confinement factor of Γ¼0.1.
NT −3×

FIG. 5.4.4

Maximum gain and absorption rates along the Lucent HE980 erbium-doped fiber.
The two propagation Eqs. (5.4.8) and (5.4.9) are mutually coupled through carrier densityN2(z) and
N1(z) [which is equal to NT–N2(z)]. Once the position-dependent carrier density N2(z) is found, the per-
formance of the EDFAwill be known and the overall signal optical gain of the amplifier can be found as

G λsð Þ¼ exp Γ λsð Þ σe λsð Þ+ σa λsð Þ½ �
ðL

0

N2 zð Þdz�σa λsð ÞNTL

2
4

3
5

8<
:

9=
; (5.4.12)

which depends on the accumulated carrier density along the fiber length.

In practice, since both the pump and the signal are externally injected into the EDF and they differ

only by the wavelength. There could be multiple pump channels and multiple signal channels. There-

fore, Eqs. (5.4.8) and (5.4.9) can be generalized as

dPk zð Þ
dz

¼ gk z, λkð ÞPk zð Þ (5.4.13)



1855.4 ERBIUM-DOPED FIBER AMPLIFIERS
where the subscript k indicates the kth channel with the wavelength λk, and the gain coefficient for the
kth channel is

gk zð Þ¼Γ λkð Þ σe λkð ÞN2 zð Þ�σa λkð ÞN1 zð Þ½ � (5.4.14)

In terms of the impact on the carrier density, the only difference between the pump and the signal is that

at signal wavelength σe>σa, whereas at the pump wavelength we usually have σa≫σe. Strictly speak-
ing, both signal and pump participate in the emission and the absorption processes. In a more gener-

alized approach, the upper-level carrier density depends on the optical power of all the wavelength

channels, including pump channel(s), and the rate equation of N2 is

dN2

dt
¼�

X
j

Pj zð Þ
Ahf j

Γ λj
� 	

σe λj
� 	

N2�σa λj
� 	

N1

 �( )
�N2

τ
(5.4.15)

where j is the channel index. Considering expressions in Eqs. (5.4.13) and (5.4.14), Eq. (5.4.15) can be
simplified as

dN2 t, zð Þ
dt

¼�N2

τ
�
X
j

1

Ahf j

dPj zð Þ
dz

( )
(5.4.16)

In the steady state, d/dt¼0, Eq. (5.4.16) can be written as

N2 zð Þ¼�τ
X
j

1

Ahf j

dPj zð Þ
dz

( )
(5.4.17)

In addition, Eq. (5.4.13) can be integrated on both sides,

ðPk,out

Pk, in

1

Pk zð ÞdPk zð Þ¼ ln
Pk,out

Pk, in

� �
¼
ðL

0

gk zð Þdz (5.4.18)

Since gk(z)¼Γ(λk){[σe(λk)+σa(λk)]N2(z)�σa(λk)NT}, based on Eq. (5.4.17), we have

gk zð Þ¼�Γ λkð Þ σe λkð Þ+ σa λkð Þ½ �
X
j

τ

Ahf j

dPj zð Þ
dz

" #
+ σa λkð ÞNT

( )
(5.4.19)

gk(z) can be integrated over the EDF length L:

ðL

0

gk zð Þdz¼�Γ λkð Þ σe λkð Þ+ σa λkð Þ½ �
X
j

τ

Ahf j

ðL

0

dPj zð Þ
dz

dz

2
4

3
5+ σa λkð ÞNTL

8<
:

9=
;¼

�Γ λkð Þ σe λkð Þ+ σa λkð Þ½ � τ
X
j

Pj,out�Pj, in

� 	
Ahf j

" #
+ σa λkð ÞNTL

( )

Define

ak ¼Γ λkð Þσa λkð ÞNT (5.4.20)

Sk ¼Γ λkð Þτ σe λkð Þ+ σa λkð Þ½ �=A (5.4.21)
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which are EDF properties and independent of the operation condition. We can have a simpler form of

the integration,

ðL

0

gk zð Þdz¼�Sk QOUT �QIN½ ��akL (5.4.22)

where QOUT ¼
P

j Pj,out=hf j and QIN ¼
P

j Pj, in=hf j are total photon flow rates at the output and the in-

put of the EDFA, respectively (including both signal channels and pump channels).

Combining Eqs. (5.4.18) and (5.4.22), we have (Saleh et al., 1990)

Pk,out ¼Pk, ine
�akL � e�Sk QOUT�QINð Þ (5.4.23)

In this equation, both ak and Sk are properties of the EDF, QIN is the total photon flow rate at the input,

which is known. However, QOUT is the total photon flow rate at the output, which is unknown. To find

QOUT, one can solve the following equation iteratively:

QOUT ¼
XN
k¼1

1

hf k
Pk, in exp SKQIN �akLð Þexp �SkQOUTð Þ

� �
(5.4.24)

In this equation, everything is known except QOUT. A simple numerical algorithm should be sufficient

to solve this iterative equation and findQOUT. OnceQOUT is obtained using Eq. (5.4.24), optical gain for

each channel can be found using Eq. (5.4.23).
5.4.3 NUMERICAL SOLUTIONS OF RATE EQUATIONS
Although Eqs. (5.4.23) and (5.4.24) together provides a semi-analytical formulation that can be used to

investigate the performance of an EDFA, it has several limitations: (1) in this calculation, we have

neglected the carrier saturation effect caused by ASE noise. In fact, when the optical gain is high

enough, ASE noise may be significant and it contributes to saturate the EDFA gain. Therefore, the

semi-analytical formulation is only valid when the EDFA has a relatively low gain. (2) It only predicts

the relationship between the input and the output optical power levels; power evolution along the EDF,

P(z), is not given. (3) It only calculates the accumulated carrier population
Ð
0
LN2(z)dz in the EDF, while

the actual carrier density distribution along z is not provided. Since ASE noise is generated and am-

plified in a distributive manor along the EDF, we are not able to accurately calculate the ASE noise at

the EDFA output using this simple method. Therefore, although this semi-analytical method serves as a

quick evaluation tool to find the optical gain spectrum, it does not give accurate enough results when

the optical gain is sufficiently high. Precise modeling of EDFA performance has to involve numerical

simulations. The model has to consider optical pumps and optical signals of various wavelengths. The

spontaneous emission noise generated along the EDF propagates both in the forward direction and in

the backward direction, and their contribution to the depletion of carrier density N2(z) also needs to be
considered.
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Fig. 5.4.5 illustrates the evolution of optical signals and ASE noise along the EDF. Ps
f(λ, 0)¼

Psig
f (λ, 0)+Ppump

f (λ, 0) is the combination of the input optical signal and the input pump, all in the for-

ward direction. After propagating through the fiber, the optical signal is amplified and the optical pump

is depleted. Ps
f(λ,L)¼Psig

f (λ,L)+Ppump
f (λ,L) is the combination of optical signal and the remnant pump

at the EDF output. Because of carrier inversion, spontaneous emission is generated along the fiber, and

they are amplified in both directions. PASE
f (λ) is the ASE noise PSD propagating in the forward direc-

tion, which is zero at the fiber input side (z¼0), and becomes nonzero at the fiber output (z¼L). Sim-

ilarly, PASE
b (λ) is the ASE noise PSD propagating in the backward direction, which is zero at the fiber

output side (z¼L), and nonzero at the fiber input (z¼0). In the steady state, the propagation equations

of the optical signal (including the pump), the forward ASE and the backward ASE are, respectively,

dPf
s λ, zð Þ
dz

¼Pf
s λ, zð Þg λ, zð Þ (5.4.25)

dPf
ASE λ, zð Þ
dz

¼Pf
ASE λ, zð Þg λ, zð Þ+ 2nsp zð Þg λ, zð Þhc=λ (5.4.26)

dPb
ASE λ, zð Þ
dz

¼�Pb
ASE λ, zð Þg λ, zð Þ�2nsp zð Þg λ, zð Þhc=λ (5.4.27)

where nsp is the spontaneous emission factor, which depends on the carrier inversion level N2 as

nsp zð Þ¼ N2 zð Þ
N2 zð Þ�N1 zð Þ¼

N2 zð Þ
2N2 zð Þ�NT

(5.4.28)

The carrier density N2 is described by a steady-state carrier density rate equation,

N2

τ
+

ð
λ

Pf
s λ, zð Þ
Ahc=λ

+
Pf
SP λ, zð Þ
Ahc=λ

+
Pb
SP λ, zð Þ
Ahc=λ

" #
g λ, zð Þdλ¼ 0 (5.4.29)
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where

g λ, zð Þ¼Γ λð Þ σe λð Þ+ σa λð Þ½ �N2 zð Þ�σa λð ÞNTf g (5.4.30)

is the gain coefficient and Γ(λ) is the wavelength-dependent confinement factor.

Eqs. (5.4.25) through (5.4.30) are coupled through N2(z) and can be solved numerically. A com-

plication in this numerical analysis is that ASE noise has a continuous spectrum that varies with

the wavelength. In the numerical analysis, the ASE optical spectrum has to be divided into narrow

slices, and within each wavelength slice, the noise PSD can be assumed to be a constant. Therefore,

if the ASE spectrum is divided into m wavelength slices, Eqs. (5.4.26) and (5.4.27) each must be split

into m equations with PSP
f and PSP

b representing the noise powers within the each spectral slice. Since

the carrier density N2(z) is a function of z, the calculation usually has to divide the EDF into many short

sections, and within each short section N2 can be assumed to be a constant.
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FIG. 5.4.6

Numerically calculated performance of an EDFA with 100-mW forward pump, and six signal channels each with

�20dBmpower at the EDFA and 4-nm channel spacing. The length of the EDF is L¼25m. (A) Evolution of pump,

ASE and signal powers along the EDF, (B) optical PSD at EDFA output, (C) backward ASE PSD at the input side of

EDF, and (D) upper level carrier density distribution along the EDF.
As shown in Fig. 5.4.5, if the calculation starts from the input side of the EDF, the power levels of

the input optical signal and the pump are known, and we also know that the forward ASE noise at the

fiber input (z¼0) is zero. But we do not know the level of the backward ASE noise at z¼0. To solve the
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rate equations, we have to assume a spectrum of PASE
b (λ, 0) at z¼0. Then, rate equations can be solved

section by section along the fiber. At the end of the fiber, an important boundary condition has to be

met—that is, the backward ASE noise has to be zero (PSP
b (λ,L)¼0). If this condition is not satisfied, we

have to perform the calculation again using a modified guess of PSP
b (λ, 0). This process usually has to be

repeated several times until the backward ASE noise at the fiber output is lower than a certain level

(say, �40dBm); then the results can be considered accurate.

Fig. 5.4.6 shows an example of the EDFA performance numerically calculated. The length of the

EDF is L¼25m. A forward pump at 980nm is used with 100-mW optical power. There are six signal

channels each with �20dBm input optical power at wavelengths of 1533, 1538, 1542, 1546, 1550,

and 1554nm. Fig. 5.4.6A shows the power evolution of the pump and the six signal channels along

the EDF. It also shows the spectrally integrated total ASE powers in the forward and the backward

directions, respectively. The gain of the six signal channels are on the order of 30dB. However, the

optical gain is wavelength dependent because of the wavelength-dependent nature of emission and

absorption cross sections. Fig. 5.4.6B shows the PSD at the EDFA output, which consists of amplified

optical signal channels and a broadband ASE noise. The integrated (forward) ASE total power is

approximately �1dBm which is indicated in Fig. 5.4.6A. The spectrum of backward propagated

ASE emerging from the input side of the EDF is shown in Fig. 5.4.6C with the integrated total

power of about 5dBm, which is 6dB higher than the forward ASE. This is due to the high gain co-

efficient near the input side of the EDF where pump power is high. Fig. 5.4.6D shows the distribution

of carrier densities N1(z) and N2(z) normalized by the doping density NT. Almost complete carrier

inversion is achieved near the input of the EDF because of the high pump power there. As the pump

power decreases along the fiber, the population inversion reduces and the gain coefficient also

diminishes.

At a certain pump power, if the EDF is too long, carrier inversion near the end of the EDF

will be too low to maintain carrier inversion, and the overall signal gain may be reduced. Whereas

if the EDF is too short to absorb the majority of the pump power, the pump efficiency will be

low and the signal optical gain will be low. In the EDFA design, the length of EDF has to be

optimized based on the available pump power, the range of optical signal power, and the optical gain

requirement.

Because of the wavelength-dependent absorption and emission cross sections determined by the

property of the erbium ions, the shape of EDFA gain spectrum cannot be represented by a simple par-

abolic function like in an SOA. In addition, the shape of the EDFA gain spectrum may also change

significantly with the operation condition. Fig. 5.4.7 shows an example of EDFA optical gain vs. wave-

length at different input optical signal power levels. This example was obtained using a 35m long, EDF

and a 75-mW forward pump power at 980nm wavelength. Only one signal wavelength was used at

1550nm. In the EDFA gain spectrum, there is typically a narrow gain peak around 1530nm and a rel-

atively flat region between 1540 and 1560nm. Fig. 5.4.7 shows that with the 1550nm input signal op-

tical power increased from �30 to �10dBm, the optical gain at 1550nm decreases from 36 to 27dB,

which is caused by gain saturation. In addition, the spectral shape of the optical gain also changes with

the signal optical power. With the increase of signal optical power, the gain tends to tilt toward the

longer-wavelength side and the short-wavelength peak around 1530nm is suppressed. This phenom-

enon is commonly referred to as dynamic gain tilt. In an optical system with multiple signal wave-

lengths, this dynamic gain tilt is a major concern for channel performance equalization and

optimization, which needs to be compensated.
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Example of EDFA optical gain vs. wavelength at different input optical signal power levels.
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5.4.4 ADDITIONAL CONSIDERATIONS IN EDFA DESIGN
EDFA performance depends on the spectral shapes of emission and absorption cross sections, pumping

configuration and power, and EDF length. In general, an EDFA can have either a forward pump or a

backward pump, or both of them as illustrated in Fig. 5.4.8. Forward pumping refers to the pump that

propagates in the same direction as the signals, whereas in backward pumping scheme the pump travels

in the opposite direction of the optical signal.
WDM 

Pump 

EDF 
Signal input Output 

WDM 

Pump 
Forward 
pump 

Backward 
pump 

FIG. 5.4.8

Configuration of an EDFA with both a forward pump and a backward pump.
An EDFA with a forward pump alone usually has relatively low signal output optical power, but at

the same time the forward ASE noise level is also relatively low. However, the backward propagated

ASE noise level at the input side of the EDF may become quite high. The reason is that although the
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pump power can be strong at the fiber input, its level is significantly reduced at the fiber output because

the pump energy is converted to the amplified signal along the fiber. Because of the weak pump at the

EDF output, the carrier inversion level is low as well; therefore, the differential gain reduces mono-

tonically along the EDF and the output optical signal power is limited. On the other hand, since the

carrier inversion level is very strong near the fiber input side, the backward propagated spontaneous

emission noise meets high amplification in that region, and thus the backward ASE noise power is

strong at the fiber input side. An example of the EDFA performance using only a forward bump is

shown in Fig. 5.4.6.

With backward pumping, the pump power is strong near the fiber output side and its level is sig-

nificantly reduced when it reaches to the input side. Because of the strong pump power and the rela-

tively high carrier inversion at the EDF output, the output optical signal power can be higher than the

forward pumping configuration at the same pump power. But the forward ASE noise level can also be

high because of the high differential gain near the output port. Bidirectional pumping can be used to

increase both optical gain and output signal optical power for an EDFA. In such a case, pump power

distribution along the EDF is more uniform compared to unidirectional pumping. Fig. 5.4.9 shows the

power levels of pump and signal channels along the EDF in a bidirectional pumping scheme with 100

mW pump in each direction, and the output PSD. The variation of the combined pump power is less

than 5dB along the EDF. Because of the increase of the total pump power, the optical gain and the

total output optical signal power are also increased in comparison to the case of forward pumping

as shown in Fig. 5.4.6.
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Performance of EDFA with bidirectional pumping and 25m EDF length. 100-mW pump power is used in each

direction, and there are six signal wavelength channels each with �20dBm input power. (A) Power evolution

along the EDF for forward pump (squares), backward pump (circles), total pump (stars), and optical signal

channels (solid lines). (B) Output optical power spectral density.
Because the optical gain and the shape of the gain spectrum of an EDFA can be affected by the

variation of the signal optical power through gain saturation, optical gain has to be stabilized to ensure

the stability of the optical system. Automatic gain control (AGC) and automatic power control (APC)

are important features in practical EDFAs that are used in optical communication systems and net-

works. AGC and APC are usually used in in-line optical amplifiers to regulate the optical gain and
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the output signal optical power of an EDFA. Because both the optical gain and the output signal optical

power are dependent on the power of the pump, the automatic control can be accomplished by adjusting

the pump power.

Fig. 5.4.10 shows an EDFA design with AGC in which two photodetectors, PDI and PDO, are used

to detect the input and the output signal optical powers. An electronic circuit compares these two power

levels, calculates the optical gain of the EDFA, and generates an error signal to control the injection

current of the pump laser if the EDFA gain is different from the target value. If the EDFA carries mul-

tiple WDM channels and we assume that the responsivity of each photodetector is wavelength inde-

pendent within the EDFA bandwidth, this AGC configuration controls the overall gain of the total

optical power such that

G¼

XN
j¼1

Pj,out

XN
j¼1

Pj, in

¼ constant (5.4.31)

where N is the number of wavelength channels. In this case, although the gain of the total optical power

is fixed by the feedback control, the optical gain of each individual wavelength channel may vary,

depending on the spectral shape of the optical gain over the EDFA bandwidth.
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FIG. 5.4.10

Configuration of an EDFA with both automatic gain control. PDI: input photodiode and PDO: output photodiode.
In long-distance optical transmission, many in-line optical amplifiers may be concatenated along a

system. If the optical gain of each EDFA is automatically controlled to a fixed level, any signal power

fluctuation, for example, through dynamic wavelength channel add/drop, along the fiber system will

make the output optical power variation throughout the system.

APC, on the other hand, regulates the total output optical power of an EDFA, as shown in

Fig. 5.4.11. In this configuration, only one photodetector is used to detect the total output signal optical

power. The injection current of the pump laser is controlled to ensure that this measured power is equal

to the desired level such that

XN
j¼1

Pj,out ¼ constant (5.4.32)
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The advantage of APC is that it isolates signal optical power fluctuations along the system because

loss change in one span does not propagate to other spans. However, since the total power is regu-

lated, channel add/drop in WDM systems will affect the optical power of each individual channel.

Therefore, in advanced optical communication systems, EDFAs are controlled by intelligent systems

taking into account the number of wavelength channels, OSNR, and other important system

parameters.
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FIG. 5.4.11

Configuration of an EDFA with automatic power control.
In a multiwavelength optical system, the wavelength-dependent gain characteristic of EDFAs

shown in Fig. 5.4.7 makes transmission performance different from channel to channel and thus greatly

complicates system design and provisioning. In addition, the shape of the optical gain spectrum also

changes with the signal optical power as illustrated in Fig. 5.4.7 which is known as dynamic gain tilt.

Considering signal power level variations and wavelength add/drop in optical networks, the dynamic

gain tilt may also significantly affect transmission performance, and needs to be taking into EDFA

design.

In high-end optical amplifiers for long distance and multiwavelength optical systems, gain var-

iation vs. wavelength can be compensated by passive optical filters, as shown in Fig. 5.4.12A. To

flatten the gain spectrum, an optical filter with the transfer function complementing to the original

EDFA gain spectrum is used with the EDFA so that the overall optical gain does not vary with the

wavelength, and this is illustrated in Fig. 5.4.13. However, the passive gain flattening is effective only

with one particular optical gain of the amplifier. Any change of EDFA operation condition, such as

signal optical power, would change the spectral shape of the gain spectrum and therefore, require a

different filter.

To address the dynamic gain tilt problem, a spatial light modulator (SLM) can be used as schemat-

ically shown in Fig. 5.4.12B. In this configuration, the output of the EDFA is demultiplexed so that

different spectral components are dispersed into the spatial domain. Then, a one-dimensional (1D)

SLM is used to attenuate each wavelength component individually to equalize the optical gain across

the EDFA bandwidth. Finally, all spectral components are combined through a multiplexer at the out-

put. With the rapid advance of liquid crystal technology, SLM is commercially available. Since each

wavelength component is addressed independently and dynamically in this configuration, the effect of

dynamic gain tilt can be minimized.
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EDFA gain flattening using (A) a passive filter and (B) a spatial light modulator.

Wavelength (nm)

O
pt

ic
al

 g
ai

n 
(d

B
)

1500 1510 1520 1530 1540 1550 1560 1570 1580 1590 1600

0

5

10

15

20

25

30

35

40

45

O
pt

ic
al

 g
ai

n 
(d

B
)

–40

–20

0

T
ra

ns
m

is
si
on

 (
dB

)

0

5

10

15

20

25

30

35

40

45

Before compensation 

Optical filter transfer function 

After compensation 

FIG. 5.4.13

Illustration of EDFA gain flattening using an optical filter.
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5.5 RAMAN AMPLIFIERS
In Chapter 2, we have briefly discussed the mechanism of SRS in an optical fiber, which is caused by

the interaction between the optical signal photons and the energy states of the silica molecules. In this

scattering process, a photon spends part of its energy to excite a molecule from a lower to a higher

vibrational or rotational state known as optical phonon. The energy ΔEe of the optical phonon deter-

mines the frequency difference between the input photons and the scattered photons commonly re-

ferred to as a Stokes wave,

fp� fs ¼ΔEe

h
(5.5.1)

where fp and fs are frequencies of the input and the scattered photons, respectively, and h is the Planck’s
constant. If the material structure has a regular crystal lattice, the vibrational or rotational energy levels

of the molecules are specific; in such a case, the spectrum of the scattered photons through the SRS

process would be relatively narrow. For amorphous materials, such as glasses, the SRS spectrum is

quite wide because the electron energy levels are not very well regulated. Fig. 2.6.1 shows the normal-

ized SRS spectrum as a function of the frequency shift f¼ fp� fs in a silica fiber. The frequency shift

peaks at about 13THz and the FWHM width of the spectrum is approximately 7THz. Although the

spectral shape of SRS is not Lorentzian, it provides a mechanism for optical amplification, in which

a high-power laser beam is used as the pump to amplify optical signals at frequencies about 7THz

lower than that of the pump. Because the SRS process is effective for both forward and backward di-

rections in an optical fiber, the Raman amplifier can be bidirectional (Headley and Agrawal, 2005;

Bromage, 2004).

When a pump wave with an optical power density of Ip(z) propagates along an optical fiber, a

Stokes wave at a longer wavelength can be generated and amplified along the fiber in both forward

and backward directions with a power density of Is(f, z). Energy transfer between the pump and the

Stokes can be described by the following coupled wave equations:

dIs f , zð Þ
dz

¼
αsIs f , zð Þ�gR f , zð ÞIp zð ÞIs f , zð Þ (5.5.2)

dIp f , zð Þ
dz

¼
αpIp f , zð Þ
gR f , zð ÞIp zð ÞIs f , zð Þ (5.5.3)

where the � sign represents forward (+) and backward (�) propagating Stokes waves and the pump.

gR(f, z) is the SRS gain coefficient, which is generally dependent on the frequency difference f between
the pump and the Stokes waves, as shown in Fig. 2.6.1. αs and αp are fiber attenuation coefficients at the
Stokes and the pump wavelengths, respectively, and hfs is the Stokes photon energy. We have assumed

that the SRS gain coefficient may be nonuniform along the fiber, and thus is a function of z. In general,
Eqs. (5.5.2) and (5.5.3) are mutually coupled, however, in most of the cases of a Raman amplifier, the

pump power is much higher than that of the Stokes, and the pump depletion can be neglected for sim-

plicity. In such a case, the second term on the right-hand side of Eq. (5.5.3) can be neglected, so that the

pump power along the fiber can be simply described by IFP(z)¼ IFP, ine
�αpz for forward pumping with

IFP, in the input pump power at z¼0, and IBP(z)¼ IBP, ine
�αp(L�z) for backward pumping with IBP, in the

input pump power at z¼L. Assume that an optical signal at the Stokes frequency, Ps(f, 0), is injected at
the input of the fiber z¼0, and propagates in the forward direction, neglecting the saturation effect due
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to spontaneous emission, the signal optical power along the fiber can be found by integrating

Eq. (5.5.2) as

Ps f , zð Þ¼Ps f , 0ð Þexp gR fð Þ
Aeff

PFP, in
1�e�αpz

αp

� �
�αsz

� �
(5.5.4)

for forward pumping, and

Ps f , zð Þ¼Ps f , zð Þexp gRPBP, in

Aeff

eαp z�Lð Þ �e�αpL

αp

� �
�αsz

� �
(5.5.5)

for backward pumping. Where PFP, BP¼ IFP, BPAeff and Ps¼ IsAeff are the pump and the signal optical

power, respectively, and Aeff is the effective cross-section area of the fiber, and L is the fiber length. We

have also assumed that the Raman gain coefficient gR(f) remains constant along the fiber. Because

pump depletion is neglected, the signal optical gain over the entire fiber of length, z¼L, will be the

same for both forward pump and the backward pump schemes, which is

G f , Lð Þ¼ exp
gR fð Þ
Aeff

PP, in
1�e�αpL

αp

� �
�αsL

� �
(5.5.6)

where PP,in represents PFP,in or PBP,in depending on the pump scheme that is used. The Raman gain

coefficient is a material property that is proportional to the resonant contribution associated with mo-

lecular vibrations. In a silica fiber operating in 1550nm wavelength window, the peak Raman gain

coefficient is on the order of gR¼2�10�10�14m/W depending on the fabrication process and doping.
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FIG. 5.5.1

Normalized signal optical power as the function of position along the 100km fiber with forward pump (A) and

backward pump (B) for different pump power levels. Parameters used are: Raman gain coefficient

gR¼5.8�10�14 m/W, fiber effective core area Aeff¼80μm2, spontaneous scattering factor nsp¼1.2, and fiber

attenuation parameters αp¼0.3dB/km and αs¼0.25dB/km at the pump and the Stokes wavelengths,

respectively.
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Fig. 5.5.1 shows the normalized signal optical power as the function of the fiber length for different

input pump power levels. For forward pump, as shown in Fig. 5.5.1A, signal optical power increases

near the input side of the fiber where pump power is relatively high, and reduces after a certain distance

when the pump power becomes weak and Raman gain effect diminishes, and eventually the optical

signal only sees the fiber attenuation. By increasing the pump power, the Raman gain is increased,

and the peak position of the signal power extends further into the fiber. For backward pump, the optical

signal injected from z¼0 primarily experiences fiber attenuation at the beginning, and the Raman gain

is effective only near the final section of the fiber, as shown in Fig. 5.5.1B, where the pump power is

high. Although the signal optical power emerging from the end of the fiber [at L¼100km in Fig. 5.5.1A

and B] is the same for both forward pump and backward pump at the same pump power level, the power

profiles are quite different.

Note that in the calculation of Raman gain in Eq. (5.5.6), we have used a small-signal approxima-

tion which neglected the saturation effect caused by the power Ps(f) in the Stokes frequency. We have

also neglected the impact of spontaneous emission in the wave-propagation Eqs. (5.5.2) and (5.5.3). In

fact, the spontaneous emission generated along the fiber in the Stokes frequency can be amplified by

the Raman effect similar to the ASE in an EDFA. The ASE noise PSD at the Stokes wavelength can be

calculated from the differential equation similar to Eq. (5.5.2), but with an additional noise source term.

Without losing generality, we use forward propagated ASE noise PSD as an example, which is relevant

for most of the applications,

dρASE zð Þ
dz

¼ gRPp zð Þ
Aeff

�αs

� �
ρASE zð Þ + 2nsphf sgR

Pp zð Þ
Aeff

(5.5.7)

where Pp(z) is the pump power density along the fiber, nsp¼1/exp(hf/kBT) is a temperature-dependent

spontaneous scattering factor with kB the Boltzmann’s constant, T is the absolute temperature, and f is
the pump-Stokes frequency difference. The ASE noise PSD at the fiber output can be found as

ρASE,FP Lð Þ¼ 2nsphf sG Lð ÞgRPFP, in

Aeff

ðL

0

e�αpz

GFP zð Þdz (5.5.8)

for forward pumping, and

ρASE,BP Lð Þ¼ 2nsphf sgR
Aeff

G Lð ÞPBP, in

ðL

0

e�αp L�zð Þ

GBP zð Þ dz (5.5.9)

where G(L) is the Raman gain over the fiber length L, as defined in Eq. (5.5.6), which is the same for

forward pump and backward pump, but GFP(z) and GBP(z) are position-dependent gains for forward

and backward pumping schemes defined as

GFP zð Þ¼ Ps fs, zð Þ
Ps fs, 0ð Þ¼ exp

gRPFP, in

Aeff

1�e�αpz

αp

� �
�αsz

� �
(5.5.10)

GBP zð Þ¼ Ps fs, zð Þ
Ps fs, 0ð Þ¼ exp

gRPBP, in

Aeff

eαp z�Lð Þ �e�αpL

αp

� �
�αsz

� �
(5.5.11)
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The noise figure of a fiber Raman amplifier can be calculated based on the procedure outlined in

Section 5.2, for forward pump and backward pump, respectively,

NFFP ¼
ρASE,FP
G Lð Þhf s

+
1

G Lð Þ¼ 2nspgR
PFP, in

Aeff

ðL

0

e�αpz

GFP zð Þdz+
1

G Lð Þ (5.5.12)

NFBP ¼
ρASE,BP
G Lð Þhf s

+
1

G Lð Þ¼ 2nspgR
PBP, in

Aeff

ðL

0

e�αp L�zð Þ

GBP zð Þ dz+
1

G Lð Þ (5.5.13)

In addition to the dependence of pumping scheme (forward or backward), the noise figure of a fiber

Raman amplifier also depends on the Raman gain coefficient, fiber length, fiber loss at the pump and

the Stokes wavelength, and the pump power. In general, both the gain and the noise figure also depend

on the optical signal power at the Stokes wavelength fs which may saturate the optical gain. But this

signal-induced pump depletion has not been considered in Eqs. (5.5.4)–(5.5.13) for simplicity.

Fig. 5.5.2 shows the noise figures calculated from Eqs. (5.5.12) and (5.5.13). For the case of forward

pump shown in Fig. 5.5.2A, ASE noise is generated primarily near the input end of the fiber, and sig-

nificantly attenuated by the fiber while propagating to the output, and thus the noise figure is relatively

low. Noise figure becomes almost independent of the fiber length when the pump power is high

enough. This is because both signal amplification and ASE noise generation happen near the input side

of the fiber and they are equally attenuated by the rest part of the fiber. While having the same signal

optical gain as the forward pumping, backward pumping has a much higher noise figure as shown in

Fig. 5.5.2B. This is because, with backward pump, the ASE noise is primarily generated near the output

side of the fiber where the pump power is the highest, and fiber attenuation has muchmore impact in the

optical signal than for the generated ASE noise. For this reason, the noise figure shown in Fig. 5.5.2B

increases with the increase of the fiber length.
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FIG. 5.5.2

Noise figure as the function of the fiber length for forward pump (A) and backward pump (B) at different pump

power levels. Parameters used are the same as those in Fig. 5.5.1.
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For a forward pumped fiber Raman amplifier with spontaneous scattering factor nsp¼1.2, the noise

figure is slightly higher than 4dB when the fiber is long enough and the pump power is sufficiently

high, as shown in Fig. 5.5.2A. This is similar to the intrinsic (without considering input and output

connection losses) noise figure, 3.8dB, of an EDFA with nsp¼1.2. Whereas for a backward pumped

fiber Raman amplifier, the noise figure can be much higher, as shown in Fig. 5.5.2B. But this does not

mean backward pumped Raman amplifier is not useful. In the contrary, backward-pumped Raman am-

plification is widely used to extend the reach of fiber-optic system beyond what can be accomplished

with EDFAs. Here we explain why.

For a localized fiberRamanamplifier as illustrated inFig. 5.5.3A, the length of the fiber canbechosen

to maximize the Raman gain depending on the available pump power. In that case, a fiber Raman am-

plifier is packaged into a box, and it has no advantage in terms of noise figure compared to an EDFA.

However, a popular applicationof fiber-basedRamanamplifier is the distributedRamanamplification in

which the transmission fiber is used as the amplification medium as illustrated in Fig. 5.5.3B. In such a

case, the length of the fiber is usually longer than 50km and the overall amplificationG(L) can even be
lower than 0dB. The noise figure may also be quite high, especially whenG(L) is low. It is important to

note that in a distributed Raman amplifier, since the transmission fiber is used as the amplification me-

dium, the attenuation of the transmission fiber has already been counted against the overall Raman gain

(Bristiel et al., 2004). For a fair comparisonwith localized optical amplifiers such as SOAandEDFA,we

can separate the attenuation of the transmission fiber which is e�αsL from an equivalent localizedRaman

amplifier as shown in Fig. 5.5.2C. The effective optical gain of this localized amplifier should be

Geff¼G(L)eαsL, and thus the effective noise figure of this localized amplifier shouldbeNFeff¼NF �e�αsL.
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FIG. 5.5.3

(A) A localized Raman amplifier with both forward and backward pumps, (B) a distributed Raman amplifier using

transmission fiber as the gain medium, and (C) a model separates a distributed Raman amplifier into a

transmission fiber span and a localized amplifier.
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For example, in Fig. 5.5.1, the signal optical gain is about 2dB with 600-mW pump power and 100-

km fiber length. Consider the 25-dB fiber loss without the Raman pump, the effective optical gain is

equivalent to approximately 27dB when used as a distributed amplifier. Fig. 5.5.4 shows the effective

noise figure of the equivalent localized amplifier as the function of the fiber length, for forward pump-

ing (A) and backward pumping, respectively. All parameters used are the same as those in Figs. 5.5.1

and 5.5.2. The negative values of effective noise figure in Fig. 5.5.4 seem to suggest that the output

SNR is lower than the input SNR, which would clearly violate the fundamental rules of physics.

But we have to remember that this is an “equivalent” noise figure which equivalently sets the fiber

attenuation to be zero at the signal wavelength. In fact, even for the “distributed” Raman amplifier,

the overall SNR at the output is still higher than that at the input, and the physically relevant noise

figure is NF rather then NFeff.
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Effective noise figure NFeff vs. fiber length for forward pump (A) and backward pump (B) for different forward

pump power levels. All parameters are the same as those used to obtain Figs. 5.5.1 and 5.5.2.
For distributed fiber Raman amplificationwith forward pumping, although it hasmuch smaller noise

figure compared to backward pumping, there are a number other issues need to be considered in optical

system applications. For forward pumping, the optical signal co-propagates with the pump in the same

direction along the fiber, relative intensity noise (RIN) of the pump laser can be transferred into both the

intensity noise (Bromage, 2004) and the phase noise (Martinelli et al., 2006;Xu et al., 2016) of the optical

signal. This will degrade system performance especially when high-power pump lasers are used which

usually have high levels of RIN. For backward pumped fiber Raman amplification, the counter propa-

gationof thepumpand the signalmakes the efficiencyofRIN transfermuch lower than the forwardpump

scheme where the walk-off between the pump and the signal is significantly slower.

Another concern of using forward pumping is the impact of fiber nonlinearity due to the increased

signal optical power along the fiber. The accumulated nonlinear phase shift can be calculated through the

integration of the signal optical power along the fiber asΦNL¼γ
Ð
0
LPs(z)dz, where γ is the nonlinear pa-

rameter of the fiber defined byEq. (2.6.4).ConsiderRamanamplificationwith forwardpumping, there is
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a large portion along the fiber where the signal optical power is higher than the input level as shown in

Fig. 5.5.1A, and thus the inducedΦNL can be significant.Whereas, for backward pump, the signal optical

power is kept at low level for most part of the fiber, except the very last portion where the Raman gain is

high. Therefore, backward Raman pump does not introduce significant nonlinear phase shift.

The best system performance can be obtained by the combination of EDFA, and distributed Raman

amplification with both backward and forward pumps (Cai et al., 2015), but at the expense of increased

system complexity and additional amplifier cost. The reduced effective noise figure through distributed

Raman amplification allows the use of high-order modulation formats to increase the signal spectral

efficiency, as well as to extend the transmission distance (Pelouch, 2016).
5.6 SUMMARY
In this chapter, we have discussed configurations, important parameters, and major applications of op-

tical amplifiers. Optical amplification is one of the most important functions required in most fiber-

optic systems and networks to compensate for transmission and splitting losses. An good optical am-

plifier should have sufficiently high optical gain, wide enough gain bandwidth which covers the desired

wavelength window. An optical amplifier can either be electrically pumped such as a SOA, or optically

pumped such as an EDFA. The optical gain and the gain spectrum of an optical amplifier are deter-

mined by the material properties and the pump levels. The gain of an optical amplifier also depends

on the power of the optical signal which amplifies, and the gain can be reduced if the signal optical

power is too enough, known as gain saturation. Gain saturation is a nonlinear phenomenon, which

not only limits the maximally achievable optical gain but also is responsible for cross talk between

different wavelength channels through cross-gain modulation.

An optical amplifier not only amplifies the optical signal, but also it introduces broadband optical

noise, and the PSD of the optical noise increases with the increase of the optical gain. This optical noise

is usually referred to as ASE. Thus, although an optical amplifier can magnify the signal optical power,

it cannot improve the OSNR. This broadband optical noise generated by optical amplifier can have

profound impact in the electrical domain SNR after the optical signal is detected by a photodiode

in an optical receiver. In the square-law photodetection process, the optical signal translates the optical

noise of the same wavelength into the baseband through mixing, which results in signal-ASE beat noise

in the electric domain. Similarly, broadband ASE noise also mixes with itself in the photodetector gen-

erating ASE-ASE beat noise in the electric domain. Noise figure, defined as the ratio of the input elec-

tric SNR and the output electric SNR, is a terminology most commonly used to specify the noise

characteristic of an optical amplifier. Note that in order to make the noise figure definition unique

and independent of the optical receiver, the photodiode has to be ideal with 100% quantum efficiency,

only shot noise is used in the calculation of input SNR, and both shot noise and signal-ASE noise are

used in the calculation of output SNR.

We have introduced three types of optical amplifiers which are most commonly used in fiber optical

communication systems, namely SOA, EDFA, and Raman amplifier. The structure of an SOA is very

similar to a Fabry-Perot-type diode laser, except that optical reflections from the two facets are min-

imized by AR coating. Optical gain along the optical waveguide in the active layer is introduced by

electric current injection similar to that in a diode laser, and therefore, it is categorized as electrical

pumping. Optical signal is amplified by traveling through the active optical waveguide in only a single
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pass, and thus an SOA it is also known as a traveling-wave amplifier (TWA). On the other hand, an

EDFA is based on the silica optical fiber which is doped with erbium due to its useful bandgap struc-

ture. Optical pumping, at either 980 or 1480nm wavelength, can elevate erbium ions from the ground

state to a metastable state, known as pump-induced carrier inversion. Optical gain in 1550nm wave-

length window is introduced when carriers in the metastable state fall down to the ground state through

the stimulated recombination process.

An SOA has miniature size with the length typically less than a millimeter, and can be monolith-

ically integrated with other photonic components. The maximum optical gain of an SOA is usually

limited by the quality of AR coating on the end facets so that gain ripple caused by the Fabry-Perot

effect is not too high. The gain spectrum of an SOA can be well described by a parabolic shape,

and a commercial SOA can have the gain bandwidth well exceed 30nm in the 1550nm wavelength

window. As the gain spectrum of an SOA is determined by the band structure of semiconductor ma-

terial used, SOAs operating at a variety of wavelength windows have been made through bandgap en-

gineering of semiconductor materials. Although a large number of SOAs can be fabricated from a

single wafer, input and output optical coupling with optical fibers have to be made for each SOA,

so that packaging is quite a challenging issue. The coupling loss between fiber and SOA chip can also

have significant impact degrading the noise figure of the amplifier. Another important issue in the ap-

plication of SOA is the fast gain dynamics originated from the short carrier lifetime, typically on the

order of 100 ps. This fast gain dynamics makes an SOA susceptible to cross-gain saturation between

waveforms carried by different wavelengths, which introduces cross talk among these waveforms. On

the other hand, the fast gain dynamics can be utilized to perform all-optical signal processing in which

an optical signal can be controlled by another optical signal through cross-gain and cross-phase mod-

ulations. All-optical wavelength conversion has been reported based on the cross-gain modulation,

cross-phase modulation, and FWM in SOAs.

In comparison, the length of erbium fiber used to make an EDFA is usually on the order of meters,

and an EDFA has to be optically pumped by one or two high-power diode laser(s). The gain spectrum of

an EDFA is determined by the emission and absorption cross sections of erbium fiber, which has mul-

tiple peaks and cannot be represented by a simple parabolic function. However, as EDFA is based on

the optical fiber, its input and output ports can be simply fusion-spliced into a fiber-optic system with

minimum coupling loss. In addition, the carrier lifetime of erbium ions on the metastable state is on the

order of milliseconds, and thus the gain dynamics in EDFA is at least several orders of magnitude

slower than bit lengths of data carried by the optical signal. Therefore, gain saturation in an EDFA

only depends on average signal optical power but is independent of signal optical waveforms, and thus

interchannel cross talk due to cross-gain saturation can be avoided.

We have also discussed the modeling of SOA and EDFA based on the rate equations. Although

approximations can be made to simplify the analysis which helps understand the impact of some

key parameters, numerical solutions of coupled rate equations are necessary in the amplifier design

and performance prediction. Fast carrier dynamics has to be considered in the operation of an SOA,

which can be challenging. While for an EDFA, the carrier dynamics is slow but the “crooked” shapes

of emission and absorption cross sections, which cannot be represented by simple analytic functions,

can make the modeling difficult.

In addition to SOA and EDFA, Raman amplifier is another type of optical amplifiers which are

often used in long-distance fiber-optic systems. Based on SRS in optical fibers, the operating wave-

length of a Raman amplifier is only determined by the pump laser wavelength which is much more

flexible than an EDFA. Broadband Raman amplification can be achieved by using a group of
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wavelength division multiplexed pump lasers, and the gain flatness within the band can be controlled

by optimizing the wavelengths and powers of the pump lasers. Especially, distributed fiber Raman am-

plifier has a unique advantage of using transmission fiber as the gain medium, instead of transmission

loss, the fiber provides the optical gain. Thus, the equivalent noise figure of a distributed fiber Raman

amplifier can be negative without violating the law of physics. Because of the relatively low efficiency

of SRS compared to direct band-to-band transitions used in EDFA and SOA, a Raman amplifier re-

quires high-power pump lasers which can be expensive.

As an enabling technology, optical amplifiers made long-distance fiber-optic communication pos-

sible without electrical domain signal regeneration along the way. Good understanding of optical gain,

gain bandwidth, gain saturation, and noise figure of optical amplifiers discussed in this chapter are es-

sential in the design and performance analysis of fiber optic systems and networks.
PROBLEMS
1. The material gain of an optical amplifier has a parabolic shape with the FWHM bandwidth of

Δf¼30nm. Neglect gain saturation effect for simplicity, please find the optical bandwidths when

the peak optical gains of the amplifier are 10, 20, and 30dB, respectively.

2. For an optical amplifier with the small-signal optical gain G0¼30dB at the peak gain wavelength,

and the saturation optical power is Psat¼10mW. Find optical gain of this amplifier for the input

signal optical power of�30,�20, and 0dBm at the peak gain wavelength. (Note: numerical method

has to be used.)

3. An optical amplifier operates in the 1550nm wavelength window with a spontaneous emission

factor of nsp¼2.5 and an optical gain of 30dB.What is the optical noise power within 0.1nm optical

bandwidth?

4. Consider an optical amplifier in the 1550nmwavelength windowwith 6-dB noise figure and optical

gainG≫1. The optical signal at the out of this amplifier is detected by a photodiode as shown in the

following figure. If there is a BPF with the bandwidth Bo¼1nm before the photodiode, what is the

signal optical power at which the signal-ASE beat noise is equal to the ASE-ASE beat noise?

(Assume that electric bandwidth is much less than the optical bandwidth.)
PD G 
Pin

BPF 

5. There is an optical preamplifier in an optical receiver before the photodiode. The input optical

power to the optical amplifier is Pin¼�20dBm, and the optical amplifier has a 6-dB noise figure.

Other parameters are, operation temperature T¼300K, load resistance RL¼50Ω, photodiode
responsivity ℜ¼0.9A/W, and the operation wavelength λ¼1550nm.
(a) If the gain of the optical amplifier is G¼30dB, find the noise power spectral densities of

thermal noise, shot noise, and signal-ASE beat noise.

(b) What is the required optical gain of the amplifier so that signal-ASE beat noise is 10dB higher

than the thermal noise after photodetection?
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PD G 
Pin

6. In a quantum-limited optical receiver, both thermal noise and dark current are negligible, and

assume that the quantum efficiency of the photodiode is 100%.
(a) Based on the Gaussian noise model, what is the number of photons required per second to

achieve SNR¼1 within 1Hz receiver bandwidth?

(b) Now an ideal optical preamplifier is used in front of the photodiode (referring to the figure of

problem 5). Please discuss and explain whether or not this will reduce the required number of

photons per second to achieve SNR¼1 within 1Hz receiver bandwidth.
7. For a SOA with 25-dB peak optical gain, if both end surface have the same power reflectivity R,
what is the maximum R allowed so that the maximum gain ripple is less than 1dB near the peak

gain wavelength?

8. Consider an SOA with a spontaneous emission carrier lifetime τ¼0.2ns, saturation power

Psat¼10 mW, and small-signal optical gainG0¼30dB.When a single short optical pulse with<1

ps temporal width and 1-pJ pulse energy is injected into the SOA,
(a) Find optical gain of the SOA at the time immediately after the optical pulse.

(b) How long it needs for the optical gain to recover to the level of 0.9G0?
9. Same as problem 8, but with some additional information: the linewidth enhancement factor is

αlw¼5, signal wavelength is 1550nm, and the SOA length is L¼500μm.
(a) What is the maximum refractive index change Δn that the optical pulse produces?

(b) Now if the optical signal is a pulse train with a repetition time only much shorter than the

spontaneous emission carrier lime time τ, what will be the impact on the optical gain? Please

discuss.
10. For the MZI configuration shown below with two identical SOAs, one in each arm. Both SOAs

have saturation power Psat¼10mW, spontaneous emission carrier lifetime τ¼0.1ns, small-signal

gain G0¼20dB, and linewidth enhancement factor αlw¼6.
Using steady-state analysis, please find the pump power that is required to switch the MZI

from constructive to destructive interference. (Since the wavelengths of the pump and the optical

signal are very close, we assume that they are the same for simplicity.)
SOA 

SOA 

Signal at  

Pump  

11. At λ¼1548nm wavelength, the emission and absorption cross sections of an EDF are

σe¼1�10�24m2 and σa¼0.7�10�24m2, respectively. Erbium-doping density of this EDF is

NT¼7.5�1024m�3, and the confinement factor is Γ¼0.1.
(a) Please find the emission and absorption rate in dB/m for this EDF.

(b) If the length of the EDF is L¼2m, and the pump power is strong enough so that the carrier

inversion is complete (i.e., N2¼NT, N1¼0), what is the small-signal optical gain at 1548nm

wavelength?
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12. At λ¼1548nm wavelength, the emission and absorption cross sections of an EDF are

σe¼1�10�24m2 and σa¼0.7�10�24m2, respectively. Erbium-doping density of this EDF is

NT¼7.5�1024m�3, and the confinement factor is Γ¼0.1 at both the signal and the pump

wavelengths.
Assume that the upper-level carrier density varies along the EDF as N2(z)¼NTexp{�Γσa(λp)
NTz}, where σa(λp)¼0.1�10�24m2 is the absorption cross section at the pump wavelength.

(a) Please find the optical gain of this EDFA at 1548nm wavelength for the EDF lengths of L¼2,

10, and 20m, respectively.

(b) Please explain the reason why longer EDF may not provide higher optical gain.
13. An EDFA originally has an optical gain of G¼25dB and a noise figure F¼5dB at a certain

wavelength. Neglect gain saturation effect.
Extended EDFA 

G loss 
Input Output 

(a) If there is an addition 3dB loss at the input side of the EDFA, then what is the noise figure of

the extended EDFA? Please explain.

(b) If that 3dB loss is at the output side of the EDFA, what is the noise figure of the

extended EDFA?

14. Based on Eq. (5.4.26), assume that the inversion carrier density N2 is a constant along the EDF,

show that the ASE noise PSD at the EDFA output can be expressed as Eq. (5.2.1), where G¼egL

with g the gain coefficient and L is the EDF length.

15. To design a localized fiber-based Raman amplifier with forward pump, if your pump laser has

300-mW optical power and the fiber has a Raman gain coefficient gR¼5�10�14m/W. The

attenuation coefficient for both the optical signal and the pump is α¼αp¼αs¼0.25dB/km, and

the effective cross-section area is 55μm2. Neglect power saturation effect, please find the

optimum length of the fiber to achieve the maximum optical gain.

16. A fiber link using standard single-mode fiber with the following parameters: fiber length

L¼150km, Raman gain coefficient gR¼5�10�14m/W, attenuation coefficient for both the

optical signal and the pump are the same α¼αp¼αs¼0.25dB/km, and the effective cross-section

area Aeff¼80μm2.
(a) If forward Raman pump is used, use numerical simulation please find the pump power at

which the effective noise figure is NFeff¼�10dB?

(b) Does this negative value of effective noise figure mean that no noise is generated by the

Raman amplification? Please explain.
17. Please derive Eqs. (5.5.12) and (5.5.13) for the noise figure with forward pump and

backward pump.

18. A fiber link using standard single-mode fiber with the following parameters: fiber length

L¼100km, Raman gain coefficient gR¼5�10�14m/W, attenuation coefficient for both the
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optical signal and the pump are the same α¼αp¼αs¼0.25dB/km, and the effective cross-section

area Aeff¼80μm2.
If backward Raman pump is used with 700-mW pump power, please find

(a) optical signal gain G(L) at L ¼100km

(b) the ratio of output signal optical power levels with and without the pump turned on?

(c) the effective noise figure NFeff (use numerical solution)
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INTRODUCTION
Passive optical components are essential in optical systems for the connection, manipulation, and proces-

sing of optical signals. Passive optical components are basic building blocks of optic systems which gen-

erally include directional optic couplers, optical filters, wavelength-division multiplexers and

demultiplexers, and optical isolators and circulators. As opposite to active components such as lasers

andphotodetectors, passive optical components process signals in the optical domainwithout electro-optic

conversion and high-speed control. For an optical coupler, it can have multiple input and output ports, in

general, to split or combine optical signals with a desired ratio. Ideally, a wideband optical coupler is in-

dependent ofbothwavelengthandmodulation formatof theoptical signal.On theother hand, optical filters

and wavelength-division multiplexers and demultiplexers are intentionally made wavelength dependent

so that the spectrum of optical signal can be reshaped, and optical power carried by different wavelength

components can be selected, rejected, or selectively combined or split. Variousmechanisms can be used to

make optical filters such as Mach-Zehnder interferometers (MZIs), Fabry-Perot interferometers (FPIs),

array-waveguide gratings, fiber-Bragg gratings, and spatial optical interference. Similar to the specifica-

tion of radio frequency (RF) filters, pass-band flatness, stop-band rejection ratio, and the sharpness of tran-

sition region are important parameters of an optical filter. An optical isolator is designed to prevent optical

reflection in the optical path, while an optical circulator redirects the reflected optical signal to a different

path. Both optical isolators and circulators are nonreciprocal devices based on the Faraday rotation of

polarization of the optical signal. Polarization-sensitive isolators and circulators are generally used for

free-space optical setups, whereas in fiber-optic systems, they have to be polarization insensitive because

the state of polarization (SOP) of optical signal in a fiber can often be random and vary with time.

Passive optical components can bemade by free-space optical assembly. Examples of free-space op-

tical assemblies include optical filters, wavelength-division multiplexers and demultiplexers, optical

isolators, and circulators. Because optical coating is a very mature technology, high-quality multilayer

optical thin films can be created to allow sharp frequency selectivity and low loss for optical filters and

wavelength divisionmultiplexing (WDM) couplers. Birefringence opticalmaterials such asYVO4 crys-

tal and materials with strong Faraday effect such as yttrium iron garnet (YIG) are often used to make

optical nonreciprocal isolators and circulators. Fig. 6.0.1 shows images of a 16-channel WDM multi-

plexer, amanually tunable optical filter, and anoptical isolator.Over the last fewdecades, the technology

of micro-optic assembly and packaging has been improved significantly and optical devices based

on free-space optics can be made reasonably small and mechanically stable. However, packaging of

free-space optical components can be quite labor intensive and their sizes cannot be very small.
(A) (B) (C)

FIG. 6.0.1

Images of (A) a 16-channel WDM multiplexer, (B) a manually tunable optical filter, and (C) an optical isolator.
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Another category of passive optical components is based on the optical fibers. Good examples of

such devices include fiber Bragg gratings (FBG) and fused fiber directional couplers (also known as

splitters and combiners). Because these devices are made with optical fibers, input and output optical

coupling are straightforward with minimum loss. In addition, the interaction length can be made very

long in fiber-based devices because of the guided-wave structure and low propagation loss. Thus, FBG-

based optical filters can have excellent frequency selectivity.

Optical components based on the free-space optics and fiber optics are usually discrete, and each

device is dedicated to perform a specific task. These components as building blocks can be intercon-

nected through optical fibers to construct complex optical circuits to perform more sophisticated func-

tionalities. Photonic integration is a promising technology that has the potential to integrate a large

number of optical components on a “photonic chip.” In photonic integration, optical components

are usually made on a planar substrate, and thus, it is also known as planar lightwave circuits (PLCs).

Complex guided-wave optical structures can be made in PLC through the process of photolithographic

patterning and itching. A number of material platforms can be used for PLC, but the most popular ma-

terials are silicon dioxide (SiO2, also known as silica), indium-phosphate (InP), and silicon-on-

insulator (SOI). Silica-based PLC has the low propagation loss and with the best index match to

the optical fiber, but it is difficult to integrate active components such as lasers and photodiodes on

the silica platform. On the other hand, InP is a III–V semiconductor material, which can be monolith-

ically integrated with lasers and photodiodes. However, InP material has relatively high propagation

loss, and material growth and fabrication are much more complex than silica, and thus the cost of InP-

based PLC is usually high. Photonic integration on SOI platform, also known as silicon photonics, has

attracted much interest in the recent years mainly because fabrication process can be CMOS compat-

ible. This allows the integration of photonic devices with CMOS electronic devices on the same

platform.

At this point, except laser sources, almost all photonic components can be made on SOI includ-

ing modulators, WDM multiplexers and demultiplexers, filters, splitters, and combiners. Complex

photonic structures can be made on the SOI platform through photolithography and etching as

illustrated in Fig. 6.0.2. However, as silicon is an indirect-bandgap semiconductor material, it can-

not be used to make lasers and light-emitting diodes (LEDs). Monolithic integration of silicon

photonic circuits with lasers and LEDs is also generally prohibitive because of crystal lattice mis-

match between silicon and III–V semiconductor materials. Laser sources have been added into in-

tegrated silicon photonic circuits through hybrid integration and flip-chip bonding. Because of the

miniaturized footprint, automated large scale fabrication process, and the compatibility with CMOS

electronics, integrated silicon photonic circuit has the potential to revolutionize the photonics

industry.

A good understanding of passive optical components is very important in the design andcharacter-

ization of optical circuits, as well as trouble shooting of optical systems when problems occur.
6.1 FIBER-OPTIC DIRECTIONAL COUPLERS
An optical directional coupler is one of the most basic inline fiber-optic components, often used to split

and combine optical signals, or tap-off a small portion of the optical power for monitoring. For exam-

ple, a simple 2�2 optical directional coupler can be used to construct a Michelson interferometer.



FIG. 6.0.2

Examples of silicon photonic structures fabricated on SOI platform.

Used with permission from AMO web page.
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AMZI can be made by simply concatenating two optical directional couplers. The well-known passive

optical networks (PON) are basically constructed with directional optical couplers so that a large num-

ber of users can share the broadcasted optical signal from the central office through passive splitting.

An N�N optical coupler, known as a star coupler, can also be used to make a wavelength-switched

broadcasting optical network.

If a directional optical coupler is used for broadband applications, the dependence on wavelength

has to be minimized through proper design of the coupler structure. But in practice the coupling co-

efficient of an optical coupler is often wavelength dependent to some extent, so that wavelength sen-

sitivity of a directional coupler has to be considered in the system design. For other applications,

wavelength-dependent coefficient of an optical coupler can be utilized to make wavelength-selective

devices such as wavelength interleavers and wavelength-division multiplexers (MUX) or

demultiplexers (DEMUX).

A directional optical coupler can be made by simply fusing fibers together for a certain length

known as fused fiber coupler, or using coupled ridge optical waveguides on a PLC. A fused fiber cou-

pler uses all fibers so that optical connections are convenient with input and output fibers. On the other

hand, a PLC-based optical coupler made through photolithography and etching can be flexible in de-

sign especially for a large number of input and output ports, but connection between rectangle-core

ridge waveguides and input/output optical fibers may introduce significant insertion loss because of

the mode field mismatch. In the following, we use fused fiber coupler as an example to explain the

general characteristics and basic parameters.
6.1.1 BASIC PARAMETERS OF A FIBER-OPTIC DIRECTIONAL COUPLER
A simple fiber directional coupler can be made by fusing two parallel fibers together on the tip of a

flame. With a proper tension applied along the longitudinal direction, the diameters of both fibers

are reduced in the fused region, so that the evanescent waves into the fiber cladding are enhanced.

When the cores of the two fibers are brought together sufficiently close to each other laterally, their

evanescent mode fields start to overlap and interfere, and the optical power can be transferred between

the two fibers. Because of the interference nature, the power transfer coefficient can generally be pe-

riodic along the coupling region as illustrated in Fig. 6.1.1.
Ps Pt

PcPret

z 

Pref

FIG. 6.1.1

Illustration of a fused fiber directional coupler. z is the length of the coupling region.



214 CHAPTER 6 PASSIVE OPTICAL COMPONENTS
Fused fiber directional couplers are easier to fabricate compared to many other optical devices, and

their fabrication can be automated by online monitoring of input and output optical powers from dif-

ferent ports. Because the interference between evanescent waves of the two fibers is coherent and often

wavelength dependent, power coupling coefficient of a fused fiber coupler is generally wavelength

dependent. The degree of wavelength dependency can be controlled to some extent through the selec-

tion of coupling length z, so that by modifying the fabrication process, the same fabrication equipment

can also be used to make wavelength-selective optical devices, such as wavelength-division multi-

plexers, demultiplexers, and WDM channel interleavers.

As shown in Fig. 6.1.1, the power-splitting ratio of an optical directional coupler is defined as

α¼ Pc

Pt +Pc
(6.1.1)

This is the ratio between the output of the opposite fiber Pc and the total output power which is Pc+Pt.

In an ideal fiber coupler without insertion loss, the total output power is equal to the input power Ps;

therefore, α�Pc/Ps. In practical fiber couplers, absorption and scattering loss always exist in the cou-

pling region, which add up to an excess loss defined as

η¼Pc +Pt

Ps
(6.1.2)

This is another important parameter of the fiber coupler, which is a quality measure of the device. In a

high-quality 2�2 fiber coupler, the excess loss is generally lower than a fraction of a dB. From an

application point of view, insertion loss of a fiber coupler is often used as a system design parameter.

The insertion loss is defined as the transmission loss between the input and the designated output:

Tc, t ¼Pc, t

Ps
(6.1.3)

The insertion loss is, in fact, affected byboth the splitting ratio and the excess loss of the fiber coupler, that

is, Tc¼Pc/Ps¼αη and Tt¼Pt/Ps¼ (1�α)η. In a 3-dB coupler, although the intrinsic loss due to power

splitting is 3dB, if the excess loss is, for example, 0.4dB, the actual insertion loss should be 3.4dB.

In practical fiber couplers, due to the back scattering caused by imperfections in the fused region,

there might be optical reflections back to the input ports. Directionality is defined as

Dr ¼Pret

Ps
(6.1.4)

and reflection is defined as

Rref ¼Pref

Ps
(6.1.5)

For a high-quality fiber coupler, both the directionality and the reflection should be typically lower

than �55dB.

From a coupler design point of view, the coupling ratio is a periodic function of the coupling region

length z (Saleh and Teich, 1991) as indicated in Fig. 6.1.1:

α¼F2 sin2 K

F
z� z0ð Þ

� �
(6.1.6)
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where F�1 is the maximum coupling ratio, which depends on the core separation between the two

fiber cores and the uniformity of the core diameter in the coupling region; z0 is the length of the fused

region of the fiber before stretching; and K is the parameter that determines the periodicity of the cou-

pling ratio. An experience-based formula of K is often used for coupler design based on standard single

mode fibers (Hunsperger, 2009):

K� 21λ5=2

a7=2
(6.1.7)

where a is the radius of the fiber cladding within the fused coupling region and λ is the wavelength of

the optical signal. Since the radius of the fiber reduces when the fiber is fused and stretched, the pa-

rameter K is a function of z. For example, if the radius of the fiber is a0 before stretching, the relation-
ship between a and z should be approximately a�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a20z0=z

p
.

Fig. 6.1.2 shows the calculated splitting ratio α based on Eqs. (6.1.6) and (6.1.7), where z0¼6mm,

a0¼62.5μm, λ¼1550nm, and F¼1 were assumed. Practically, any splitting ratio can be obtained by

gradually stretching the length of the fused fiber section. Therefore, in the fabrication process, an in situ
monitoring of the splitting ratio is usually used. This can be accomplished by simply launching an op-

tical signal Ps at the input port while measuring the output powers Pt and Pc during the fusing and

stretching process.
FIG. 6.1.2

Calculated splitting ratio as a function of the fused section length, with z0¼6mm, a0¼62.5μm, and λ¼1550nm.
Eqs. (6.1.6) and (6.1.7) also indicate that for a certain fused section length z, the splitting ratio is also
a function of the signal wavelength λ. This means that the splitting ratio of a fiber directional coupler is,

in general, wavelength dependent. The design of a wideband fused fiber coupler is challenging. For a

commercial 3-dB fiber directional coupler, the variation of the splitting ratio is typically 0.5dB across

the telecommunication wavelength C-band (1530–1570nm). Fig. 6.1.3A shows the calculated splitting

ratio of a 3-dB fiber coupler with the same parameters as for Fig. 6.1.2 except that the fused section

length was chosen as z¼12.59mm. In this case, the variation of splitting ratio within the 1530- and

1570-nm wavelength band is less than �0.2dB.



(A) 

(B)

FIG. 6.1.3

Calculated splitting ratio as a function of wavelength with z0¼6mm and a0¼62.5μm. The fused section lengths

are z¼(A) 12.59mm and (B) 21.5mm.

P1320nm 

P1500nm 

P1320nm  P1500nm P1320nm 

P1500nm 

P1320nm  P1500nm

(A) (B) 

FIG. 6.1.4

A wavelength-dependent fiber coupler used as (A) a mux and (B) a demux for optical signals at 1320 and

1550nm wavelengths.
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On the other hand, the wavelength-dependent power-splitting ratio of a fiber coupler can be utilized

to make a WDMmultiplexer or interleaver. Fig. 6.1.3B shows the splitting ratio vs. wavelength for the

same fiber coupler used for Fig. 6.1.2. But here the fused section length was chosen as z¼21.5mm,

where Pt/Ps¼100% at 1550nm wavelength, as can be seen from Fig. 6.1.2. It is interesting that in this

case, the coupling ratio for 1320nm is Pt/Ps¼0%, which means Pc/Ps¼100% at this wavelength. As

illustrated in Fig. 6.1.4, this fiber coupler can be used as a multiplex to combine optical signals of 1550

and 1320nmwavelengths or as a demultiplexer to split the 1550- and 1320-nmwavelength components

from the incoming optical signal. Compared to using wavelength-independent 2�2 couplers, this

wavelength-division multiplexing and demultiplexing are only affected by the excess loss of the cou-

pler, but do not suffer from intrinsic combining and splitting losses. For system design and character-

ization, the wavelength dependency of power splitting ratio and excess loss of fiber directional couplers

are critical for many applications; therefore, these parameters have to be measured carefully before

being used in the systems.
6.1.2 TRANSFER MATRIX OF A 2×2 OPTICAL COUPLER
The previous section used a 2�2 optical coupler as an example for the discussion of design

principles and basic parameters. This section will present the general optical field transfer function

of a 2�2 optical coupler. To be general, a 2�2 optical coupler is a 4-terminal device which can

be either free space or made by all-fiber, both having two input ports and two output ports as illustrated

in Fig. 6.1.5.
a1

a2

b2

b1

a1

a2 b2

b1

(A) (B) 

FIG. 6.1.5

2�2 optical couplers with (A) free-space optics and (B) fiber optics.
The input/output relationship of a 2�2 coupler can be represented as a transfer matrix (Pietzsch,

1989; Green, 1991):

b1
b2

� �
¼ s11 s12

s21 s22

� �
a1
a2

� �
(6.1.8)

where a1, a2 and b1, b2 are electric fields at the two input and output ports, respectively. This device is
reciprocal, which means that the transfer function will be identical if the input and the output ports are

exchanged; therefore,

s12 ¼ s21 (6.1.9)
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We also assume that the coupler has no excess loss so that energy conservation applies; therefore, the

total output power is equal to the total input power:

b1j j2 + b2j j2 ¼ a1j j2 + a2j j2 (6.1.10)

Eq. (6.1.8) can be expanded into

b1j j2 ¼ s11j j2 a1j j2 + s12j j2 a2j j2 + s11s∗12a1a∗2 + s∗11s12a∗1a2 (6.1.11)

and

b2j j2 ¼ s21j j2 a1j j2 + s22j j2 a2j j2 + s21s∗22a1a∗2 + s∗21s22a∗1a2 (6.1.12)

where * indicates complex conjugate. Using the energy conservation condition described in

Eq. (6.1.10), Eqs. (6.1.11) and (6.1.12) yield

s11j j2 + s21j j2 ¼ 1 (6.1.13)

s12j j2 + s22j j2 ¼ 1 (6.1.14)

and

s11s
∗
12 + s21s

∗
22 ¼ 0 (6.1.15)

For a coupler, if ε is the fraction of the optical power coupled from input port 1 to output port 2, the

same coupling ratio will be from input port 2 to output port 1. That is, js12 j¼ js21 j. For the optical field,
this coupling ration is

ffiffiffi
ε

p
. Since js12 j¼ js21 j, Eqs. (6.1.13) and (6.1.14) give

s11j j2 ¼ s22j j2 (6.1.16)

This means that the optical field coupling rate from input port 1 to output port 1 is equal to that from

input port 2 to output port 2, which is
ffiffiffiffiffiffiffiffiffiffi
1� ε

p
. If we assume s11 ¼

ffiffiffiffiffiffiffiffiffiffi
1� ε

p
is real, s22 ¼

ffiffiffiffiffiffiffiffiffiffi
1� ε

p
should also

be real because of the symmetry assumption. Then, we can assume there is a phase shift for the cross-

coupling term, s12 ¼ s21 ¼
ffiffiffi
ε

p
ejΦ. The transfer matrix is then

b1
b2

� �
¼

ffiffiffiffiffiffiffiffiffiffi
1� ε

p
e jΦ ffiffiffi

ε
p

e jΦ ffiffiffi
ε

p ffiffiffiffiffiffiffiffiffiffi
1� ε

p
� �

a1
a2

� �
(6.1.17)

Using Eq. (6.1.15), we have

e�jΦ + ejΦ ¼ 0 (6.1.18)

The solution of Eq. (6.1.18) isΦ¼π/2, that is ejΦ¼ j. Thus, the general transfer matrix of a 2�2 optical

coupler is

b1
b2

� �
¼

ffiffiffiffiffiffiffiffiffiffi
1� ε

p
j
ffiffiffi
ε

p
j
ffiffiffi
ε

p ffiffiffiffiffiffiffiffiffiffi
1� ε

p
� �

a1
a2

� �
(6.1.19)

For a 3dB coupler, the power coupling coefficient is ε¼0.5, so that

b1
b2

� �
¼ 1ffiffiffi

2
p 1 j

j 1

� �
a1
a2

� �
(6.1.20)

An important conclusion of Eq. (6.1.19) is that there is a 90-degree relative phase shift between the

direct pass (s11, s22) and the cross-coupling (s12, s21). This property is important for several applications

including phase-balanced detection in coherent receivers. 2�2 optical couplers are basic building

blocks also for a number of optical devices including Michelson and MZIs.
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6.2 OPTICAL INTERFEROMETER BASED ON TWO-BEAM INTERFERENCE
In the previous section, we have discussed the basic parameters and field transfer function of a 2�2

optical coupler. We now introduce a few optical interferometers based on 2�2 optical couplers, which

include MZIs, Michelson interferometers, and fiber-optic ring resonators.

The MZI is one of the oldest optical structures, in use for more than a century. The basic free-space

configuration of an MZI is shown in Fig. 6.2.1, which consists of a beam splitter, a beam combiner, and

two mirrors to alter beam directions.
Mirror Mirror 

Beam splitter Beam combiner 

Input Output 

FIG. 6.2.1

Free-space configuration of a Mach-Zehnder interferometer.
The beam splitter splits the incoming optical signal into two equal parts. After traveling through two

separate arms, these two beams recombine at the beam combiner. The nature of beam interference at

the combiner depends, to a large extent, on the coherence length of the optical signal. If the path length

difference between these two arms is shorter than the coherent length of the optical signal, the two

beams coherently interfere with each other at the combiner, constructive, or destructive interference

may happen depending on the relative phase of the two optical signals at the combiner. On the other

hand, if the path length difference is much longer than the coherence length of the optical signal, there

will be no deterministic phase relation between optical signals emerging from the two paths, and thus

there will be no coherent interference between them. In fiber-optic systems, the beam splitter and the

combiner can be replaced by fiber couplers; therefore, all-fiber MZIs can be made of two 2�2 direc-

tional fiber couplers and a fiber-optic delay line as shown in Fig. 6.2.2.
Coupler 1 Coupler 2 

Delay line 

a1

a2

b1

b2 c2

c1 d1

d2

FIG. 6.2.2

Illustration of an all-fiber MZI with two inputs and two outputs.
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The transfer function of an MZI can be obtained by cascading the transfer functions of two optical

couplers and that of the optical delay line. Suppose the optical lengths of the delay lines in arm 1 and

arm 2 are n1L1 and n2L2, respectively, the transfer matrix of the two delay lines is simply

c1
c2

� �
¼ exp �jφ1ð Þ 0

0 exp �jφ2ð Þ
� �

b1
b2

� �
(6.2.1)

where φ1¼ (2π/λ)n1L1 and φ2¼ (2π/λ)n2L2 are the phase delays of the two delay lines. If we further

assume that the two optical couplers have their power splitting coefficients of ε1 and ε2, respectively,
we have,

d1
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1� ε1
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� �
(6.2.2)

To achieve the highest extinction ratio, most MZIs use 50% power splitting ratio for both optical cou-

plers (ε1¼ε2¼0.5). In that case, the equation can be simplified as

d1

d2

" #
¼ 1

2

e�jφ1 �e�jφ2ð Þ j e�jφ1 + e�jφ2ð Þ
j e�jφ1 + e�jφ2ð Þ � e�jφ1 �e�jφ2ð Þ

" #
a1

a2

" #
(6.2.3)

If the input optical signal is only at the input port 1, while the input port 2 is disconnected (a2¼0), the

optical field at the two output ports of the MZI will be

d1 ¼ 1

2
e�jφ1 �e�jφ2
� �

a1 ¼�e�jφ0 sin
Δφ
2

� �
a1 (6.2.4)

and

d2 ¼ j e�jφ1 + e�jφ2ð Þ
2

a1 ¼ je�jφ0 cos
Δφ
2

� �
a1 (6.2.5)

where φ0¼ (φ1+φ2)/2 is the average phase delay, and Δφ¼ (φ1�φ2) is the differential

phase shift of the two MZI arms. Then, the optical power transfer function from input port 1 to output

port 1 is

T11 ¼ d1
a1

				
a2¼0

¼ sin2 πf

c
n2L2�n1L1ð Þ

� �
(6.2.6)

and the optical power transfer function from input port 1 to output port 2 is

T12 ¼ d2
a1

				
a2¼0

¼ cos2
πf

c
n2L2�n1L1ð Þ

� �
(6.2.7)

where f¼c/λ is the signal optical frequency, and c is the speed of light. Obviously, the optical powers

coming out of the two output ports are complementary such that T11+T12¼1, which results from en-

ergy conservation as we assumed that there is no loss.

The transmission efficiencies T11 and T12 of an MZI are the functions of both the wavelength λ and
the differential optical length Δl¼n2L2�n1L1 between the two arms. Therefore, an MZI can be used

for two different types applications: optical filter and electro-optical modulator.
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FIG. 6.2.3

(A) MZI power transfer functions T11 (solid line) and T12 (dashed line) with n1¼n2¼2.387, L1�L2¼0.5mm.

(B) An MZI is used as a wavelength interleaver.
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The application of MZI as electro-optic modulator will be detailed in Chapter 7, where the differ-

ential arm length can be modulated to modulate the optical transfer function. Here we only discuss

the application of MZI as an optical filter in which wavelength-dependent characteristics of T11(λ)
and T12(λ) are used, as illustrated in Fig. 6.2.3A. For example, if we assume that the two arms have

the same refractive index n1¼n2¼1.5016, the physical length difference between the two arms is

L1�L2¼0.8mm, and the operation wavelength is in the 1550nm window, the wavelength spacing

between adjacent transmission peaks of each output arm is

Δλ� λ2

n2L2�n1L1
¼ 2nm (6.2.8)

In this case, the wavelength difference of the transmission peaks between the two output ports is equal

toΔλ/2¼1 nm shown as the difference between the solid and the dashed lines in Fig. 6.2.3A. As these

transfer functions are strictly periodical, application as band-pass filters is usually not convenient be-

cause of the multiple transmission peaks. A quite elegant application of MZI is to make a wavelength

interleaver, as shown in Fig. 2.3.4B (Cao et al., 2004; Oguma et al., 2004). In this application, a WDM

optical signal with narrow channel spacing can be interleaved into two groups of optical signals each

with a doubled channel spacing compared to the input.
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The optical configuration of a Michelson interferometer is a fold-back version of an MZI where

only one 2�2 optical coupler is used bidirectionally. Optical signals are reflected back by two total

reflection mirrors at the end of the interferometer arms and recombine in the same optical coupler. In

this configuration, there is only one input port and one output port. As shown in Fig. 6.2.4, a Michelson

interferometer can be made by free-space optics as well as fiber-optic components.
Scan 

M
ir

ro
r 

Mirror 

Ei

L1

L2

E0
Beam 
splitter 

Scan 

Coupler  PZT 

Reflector  

Ei

E0

Eb

Ea=0 

E1f

E1b

E2f

E2b

R1

R2

(A) (B) 

FIG. 6.2.4

Basic configurations of (A) free-space optics and (B) a fiber-optic Michelson interferometer. PZT, Piezo-electric

transducer.
Using notations in Fig. 6.2.4B, assume an optical field Ei is input into the top left port of the 2�2

coupler with the power coupling coefficient ε.
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The round-trip field transfer matrix of the two delay lines is
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where R1 and R2 are power reflectivities of the two mirrors and ϕ1¼ (2π/λ)2n1L1 and ϕ2¼ (2π/λ)2n2L2
are round-trip phase delays with n1, n2 and L1, L2 refractive indices and lengths of the two optical delay
lines, respectively. The reflected optical fields E1b and E2b reenter the optical coupler from the right

side, so that the overall transfer matrix is
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This results in a power transfer function of

T¼ E0

Ei
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where Δϕ¼ϕ1�ϕ1 ¼ 4πf
c n1L1�n2L2ð Þ is the phase delay difference between the two arms of the in-

terferometer. Ideally, if a 3dB coupler is used with ε¼0.5, and assume R1¼R2¼1, the power transfer

function will be

T¼ 1 + cos Δϕð Þ
2

¼ cos2
2πf

c
n1L1�n2L2ð Þ

� �
(6.2.12)

which is very similar to theMZI transfer function in Eq. (6.2.7) except for the fact of 2 in the phase term

because the optical signal travels round-trip along each arm.

An important issue in the implementation of an optical interferometer is the extinction ratio, which

is defined as the ratio between the maximum and the minimum transmissions. For a Michelson inter-

ferometer, based on Eq. (6.2.11), the extinction ratio is equal to (R1+R2)/(R1�R2), which approaches

infinity when R1¼R2. Although the coupling coefficient ε does not affect the extinction ratio of a Mi-

chelson interferometer, ε¼0.5 is always desired because it introduces the minimum transmission loss.
6.3 INTERFEROMETERS BASED ON MULTI-PASS INTERFERENCE
The interferometers discussed in the last section, such asMach-Zehnder andMichelson interferometers,

are based on two beam interference so that the transfer functions are primarily cosine shaped. For many

applications as optical filters, the sharpness of wavelength selectivity is an important consideration, so

that two-beam interference may not be sufficient. Another category of interferometers is based on the

optical interference among multiple light beams so that spectral shapes of the transfer functions can

bemuch sharper. Two such examples are FPIs and ring resonatorswhichwill be discussed in this section.

6.3.1 FABRY-PEROT INTERFEROMETERS
AFPI is based on the interference amongmultiple reflections between two parallel mirrors so that sharp

frequency selectivity can be expected. The traditional configuration of a free-space FPI is shown in

Fig. 6.3.1, where two parallel mirrors, both having power reflectivity R, are separated by a distance

d (Hernandez, 1986; Vaughan, 1989). If a light beam is launched onto the mirrors at an incidence angle

α, a part of the light will penetrate through the left mirror and propagates to the right mirror at point A.
At this point, part of the light will pass through the mirror and the other part will be reflected back to the

left mirror at point B. This process will be repeated many times until the amplitude is significantly

reduced due to the multiple-reflection losses.
a
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FIG. 6.3.1

Illustration of a Febry-Perot Interferometer with two partially reflecting mirrors separated by a distance d.
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The propagation phase delay can be found after each round-trip between the two mirrors. The path

length difference between the adjacent output traces, as illustrated in Fig. 6.3.1, is

ΔL¼AB +BC�AD¼ 2dcosα (6.3.1)

After passing through the second mirror, the optical field amplitudes of light rays 0, 1, and 2 can be

expressed as, respectively,

E0 fð Þ¼Ei fð Þ
ffiffiffiffiffiffiffiffiffiffiffi
1�R

p
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p
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1�R

p
exp jβnx0ð Þexp jβnΔLð ÞR
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1�R

p

and

E2 fð Þ¼Ei fð Þ
ffiffiffiffiffiffiffiffiffiffiffi
1�R

p
exp jβnx0ð Þexp j2βnΔLð ÞR3

ffiffiffiffiffiffiffiffiffiffiffi
1�R

p

where Ei(f) is the input optical field, f is the optical frequency, x0 is the propagation delay of the beam 0

shown in Fig. 6.3.1, β¼ 2π
λ ¼ 2πf

c is the propagation constant, and n is the refractive index of the material

between the two mirrors.

The general expression of the optical field, which experienced N round-trips between the two mir-

rors, can be expressed as

EN fð Þ¼Ei fð Þ
ffiffiffiffiffiffiffiffiffiffiffi
1�R

p
exp jβnx0ð Þexp jNβnΔLð ÞR2N + 1

ffiffiffiffiffiffiffiffiffiffiffi
1�R

p
(6.3.2)

Adding all the components together at the FPI output, the total output electrical field is

Eout fð Þ¼Ei fð Þ 1�Rð Þexp jβnx0ð Þ
X∞
m¼0

exp jmβnΔLð ÞRm

¼Ei fð Þ 1�Rð Þexp jβnx0ð Þ
1� exp jβnΔLð ÞR

(6.3.3)

Because of the coherent interference between a large number of output ray traces, the transfer function

of an FPI becomes frequency dependent. The field transfer function of the FPI is then

H fð Þ¼Eout fð Þ
Ei fð Þ ¼

1�Rð Þexp j
2πf

c
nx0

� �

1� exp j
2πf

c
nΔL

� �
R

(6.3.4)

The power transfer function is the square of the field transfer function:

TFP fð Þ¼ H fð Þj j2 ¼ 1�Rð Þ2

1�Rð Þ2 + 4Rsin2
2πf

2c
nΔL

� � (6.3.5)

Equivalently, this power transfer function can also be expressed using signal wavelength, instead of

optical frequency, as the variable:

TFP λð Þ¼ 1�Rð Þ2

1�Rð Þ2 + 4Rsin2
2πndcosα

λ

� � (6.3.6)
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For a fixed signal wavelength, Eq. (6.3.6) is a periodic transfer function of the incidence angle α. For
example, if a point light source is illuminated on an FPI, as shown in Fig. 6.3.2, a group of bright rings

will appear on the screen behind the FPI. The diameters of the rings depend on the thickness of the FPI

as well as on the signal wavelength. To provide a quantitative demonstration, Fig. 6.3.3 shows the FPI

power transfer function vs. the incidence angle at the input. To obtain Fig. 6.3.3, the power reflectivity

of the mirror R¼0.5, mirror separation d¼300μm, and media refractive index n¼1 were used. The

solid line shows the transfer function with the signal wavelength at λ¼1540.4nm. At this wavelength,

the center of the screen is dark. When the signal wavelength is changed to 1538.5nm, as shown by the

dashed line, the center of the screen becomes bright. Note too that with the increase of the mirror sep-

aration d, the angular separation between transmission peaks will become smaller and the rings on the

screen will become more crowded.
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a
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FIG. 6.3.2

Illustration of a circular fringes pattern when a noncollimated light source is launched onto a screen through

an FPI.
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FIG. 6.3.3

Transmission vs. the beam incident angle to the FPI with mirror reflectivity R¼0.5, mirror separation d¼300μm,

and media refractive index n¼1. Calculations were made at two wavelengths: λ¼1538.5nm (dashed line) and

λ¼1540.4nm (solid line).
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In fiber-optic FPI applications, because of the small numerical aperture of the single-mode fiber,

collimated light is usually used, and one can assume that the incidence angle is approximately α¼0.

This is known as a collinear configuration. With α¼0, Eq. (6.3.6) can be simplified to

TFP λð Þ¼ 1�Rð Þ2
1�Rð Þ2 + 4Rsin2 2πnd=λð Þ (6.3.7)

In this case, power transmission is a periodic function of the signal optical frequency. Fig. 6.3.4 shows

two examples of power transfer functions in a collinear FPI configuration where the mirror separation

is d¼5mm, the media refractive index is n¼1, and the mirror reflectivity is R¼0.95 for Fig. 6.3.4A,

and R¼0.8 for Fig. 6.3.4B. With a higher mirror reflectivity, the transmission peaks become narrower

and the transmission minima become lower. Therefore, the FPI has better frequency selectivity with

high mirror reflectivity.
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FIG. 6.3.4

Transmission vs. the signal wavelength with mirror separation d¼5mm, media refractive index n¼1, and mirror

reflectivity R¼0.95 (A) and R¼0.8 (B).



2276.3 INTERFEROMETERS BASED ON MULTI-PASS INTERFERENCE
In the derivation of FPI transfer function, we have assumed that there is no loss within the cavity.

But in practice optical loss always exists. After each round-trip in the cavity, the reduction in the optical

field amplitude should be ηR instead of just R. The extra loss factor η<1 may be introduced by cavity

material absorption and beam misalignment. The major cause of beam misalignment is that the two

mirrors that form the FPI are not exactly parallel. As a consequence, after each round-trip the beam

exit from the FPI only partially overlaps with the previous beam; therefore, the strength of interference

between them is reduced. For simplicity, we still use R to represent the FPI mirror reflectivity; however,

we have to bear in mind that this is an effective reflectivity which includes the effect of cavity loss. The

following are a few parameters that are often used to describe the properties of an FPI.

Free-spectral range (FSR) is an important parameter of FPI defined as the frequency separation Δf
between adjacent peaks in the power transfer function. For a certain incidence angle α, the FSR can be

found from transfer function (6.3.6) as

FSR¼Δf ¼ c

2ndcosα
(6.3.8)

FSR is inversely proportional to the cavity optical length nd. For a fiber-based FPI, where α¼0,

FSR¼c/(2nd). For a simple Febry-Perot type laser diode, if the cavity length is d¼300μm and the

refractive index is n¼3.5, the FSR of this laser diode is approximately 143GHz. If the laser operates

in a 1550-nm wavelength window, this FSR is equivalent to 1.14nm. This is the mode spacing of the

laser, as we discussed in Section 3.3.

Half-power bandwidth (HPBW) is the width of each transmission peak of the FPI power transfer

function, which indicates the frequency selectivity of the FPI. From Eq. (6.3.6), if we assume at f¼ f1/2
the transfer function is reduced to ½ its peak value, then

4Rsin2 2πf1=2ndcosα

c

� �
¼ 1�Rð Þ2

Assuming that the transmission peak is narrow enough, which is the case for most of the FPIs,

sin(2πf1/2ndcosα/c)� (2πf1/2ndcosα/c) and f1/2 can be found as

f1=2 ¼ 1�Rð Þc
4πnd

ffiffiffi
R

p
cosα

Therefore, the full width of the transmission peak is

HPBW¼ 2f1=2 ¼ 1�Rð Þc
2πnd

ffiffiffi
R

p
cosα

(6.3.9)

In most applications, large FSR and small HPBW are desired for good frequency selectivity. However,

these two parameters are related by a FPI quality parameter known as finesse.
Finesse of an FPI is related to the percentage of the transmission window within the FSR. It is de-

fined by the ratio between the FSR and HPBW:

F¼ FSR

HPBW
¼ π

ffiffiffi
R

p

1�R
(6.3.10)

Finesse is a quality measure of FPI that depends only on the effective mirror reflectivity R. Technically,
very high R is hard to obtain, because the effective reflectivity not only depends on the quality of mirror
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itself, but also it depends on the mechanical alignment between the twomirrors. Current state-of-the-art

technology can provide finesse of up to a few thousand.

The ratio between the transmission maximum and the transmission minimum of the FPI power

transfer function is known as the contrast, or the extinction ratio. The contrast specifies the ability

of wavelength discrimination if the FPI is used as an optical filter. Again, from the transfer function

(6.3.6), the highest transmission is Tmax¼1 and the minimum transmission is Tmin¼ (1�R)2/
[(1�R)2+4R]. Therefore, the contrast of the FPI is

C¼Tmax

Tmin

¼ 1 +
4R

1�Rð Þ2 ¼ 1 +
2F

π

� �2

(6.3.11)

The physical meanings of FSR, HPBW, and contrast are illustrated in Fig. 6.3.4B.
FIG
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EXAMPLE 6.1
The reflection characteristics of a Fabry-Perot (FP) filter can be used as a narrowband notch filter, as illustrated in

Fig. 6.3.5. To achieve a power rejection ratio of 20dB, what is the maximally allowed loss of the mirrors?
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ing FPI as a notch filter.
Solution
If the FPI is ideal and themirror has no reflection loss, the wavelength-dependent power transmission of an FP filter is given

by Eq. (6.3.7) as

T λð Þ¼ 1�Rð Þ2
1�Rð Þ2 + 4Rsin2 2πnd=λð Þ

and the reflection of the FPI is

RFP λð Þ¼ 1�T λð Þ¼ 4Rsin2 2πnd=λð Þ
1�Rð Þ2 + 4Rsin2 2πnd=λð Þ

If this is true, the notch filter would be ideal because RFP(λ)¼0 whenever (2nd/λ) is an integer. However, in real de-

vices, absorption, scattering, and non-ideal beam collimation would contribute to reflection losses; therefore, the

wavelength-dependent power transmission of an FP filter becomes
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T λð Þ¼ 1�Rð Þ2
1�Rηð Þ2 + 4Rηsin2 2πnd=λð Þ

where η<1 is the power loss of each reflection on the mirror. Then, the FPI power reflectivity is

RFP λð Þ¼ 1�Rηð Þ2� 1�Rð Þ2 + 4Rηsin2 2πnd=λð Þ
1�Rηð Þ2 + 4Rηsin2 2πnd=λð Þ

Obviously, the minimum reflection of the FPI happens at wavelengths where sin2(2πnd/λ)¼0; therefore, the value of

minimum reflection is

RFP λð Þ¼ 1� 1�Rð Þ2
1�Rηð Þ2

In order for the minimum reflectivity to be �20dB (0.01), the reflection loss has to be

η� 1

R
1� 1�Rð Þffiffiffiffiffiffiffiffiffi

0:99
p

� �

Suppose that R¼0.9. The requirement for the excess reflection loss of the mirror is η>0.9994. That means it allows for

only 0.12% power loss in each round-trip in the FP cavity, which is not usually easy to achieve.

An FPI is usually used as a tunable band-pass optical filter. Wavelength tuning of transmission peaks can be accom-

plished by either changing the length, d, of the cavity or the refractive index of material inside the cavity. The power trans-

fer function of an FPI is exactly periodic as the function of optical frequency. From Eq. (6.3.7), the wavelength λm
corresponding to the mth transmission peak can be found as

λm ¼ 2nd

m
(6.3.12)

By changing the length of the cavity, this peak transmission wavelength will move. When the cavity length is scanned

by an amount ofδd¼λm/(2n), the mth transmission peak frequency will be scanned across an entire FSR. That means in

order to tune the transmission peak over a wavelength band corresponding to an FSR, one only need to sweep the cavity

length, nd, for approximately half the wavelength. This mechanical scanning can usually be accomplished using a voltage-

controlled piezo-electrical transducer (PZT); therefore, the mirror displacement (or equivalently, the change in cavity

length d) is linearly proportional to the applied voltage.

For an FPI using free-space optics, beam collimation and mirror alignments are usually not easy tasks. Even a slight

misalignment may result in significant reduction of the cavity finesse. For applications in fiber-optic systems, an FPI based

on all-fiber configuration is attractive for its simplicity and compactness. An example of an all-fiber FPI is shown in

Fig. 6.3.6 (Clayton et al., 1991). In this configuration, micro-mirrors are made by high-reflective (HR) coating on the fiber

surfaces. The gap between two mirrors can be partially filled by short pieces of fibers to reduce the divergence of the light

beam. Only a small air gap between fibers is enough to scan the cavity length for the transmission peaks to scan across the

entire FSR. Antireflection (AR) coating is applied on each side of the air gap to eliminate the unwanted reflection. The

entire package of an all-fiber FPI can be made small enough to mount onto a circuit board.
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nfiguration if an all-fiber FPI.
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Because the optical signal within the cavity is mostly confined inside single-mode optical fiber and it does not need

additional optical alignment, an all-fiber FPI can provide much higher finesse compared to free-space PFIs. A state-of-the-

art all-fiber FPI can provide a finesse of as high as several thousand.
6.3.2 OPTICAL RING RESONATORS
Another simple interferometer based on the multi-pass optical interference is a ring resonator. The ba-

sic configuration of a fiber-optic ring resonator is shown in Fig. 6.3.7A in which an optical ring is con-

nected with fiber input/output through a 2�2 optical coupler. The power transfer function of this 2-port

optical device can be calculated based on the transfer function of a 2�2 coupler as shown in

Eq. (6.1.19).
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er-based ring resonator (A) and transfer function (B).
Assume that the power-splitting ratio of the fiber coupler is ε, the length of the fiber ring is L, the
refractive index of the fiber is n, and based on the notation in Fig. 6.3.7A,

b1 ¼ a1
ffiffiffiffiffiffiffiffiffiffi
1� ε

p
+ ja2

ffiffiffi
ε

p
(6.3.13a)

b2 ¼ ja1
ffiffiffi
ε

p
+ a2

ffiffiffiffiffiffiffiffiffiffi
1� ε

p
(6.3.13b)

The fiber ring then connects the output port b2 to the input port a2, and thus

a2 ¼ ffiffiffi
η

p
b2e

�jϕ (6.3.14)

where η is the power transmission coefficient of the fiber, ϕ¼2πfτ is the phase delay introduced by the
fiber ring, and τ¼nL/c is the time delay of the ring. Combine these three equations:

T ϕð Þ¼ b1
a1

				
				
2

¼
ffiffiffiffiffiffiffiffiffiffi
1� ε

p
� ε

ffiffiffi
η

p
e�jϕ

1�e�jϕ ffiffiffi
η

p ffiffiffiffiffiffiffiffiffiffi
1� ε

p
					

					
2

(6.3.15)

It is easy to find that if the fiber loss in the ring is neglected, η¼1, the power transfer function will be

independent of the phase delay of the ring so that T(ϕ)�1. In practice, any transmission media would

have loss so that η<1, even though it can be very close to unity.
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Fig. 6.3.7B shows the transfer function with fiber coupler power splitting ratio ε¼0.1 and the trans-

mission coefficient η¼0.998. Obviously, this is a periodic notch filter. The transmission stays near to

100% for most of the phases except at the resonance frequencies of the ring, where the power trans-

mission is minimized. These transmission minima correspond to the phase delay of φ¼2mπ along the

ring, where m are integers and therefore the FSR of this ring resonator filter is Δf¼c/nL, where c is the
speed of light. The value of the minimum transmission can be found from Eq. (6.3.15) as

Tmin ¼
1� ε�2

ffiffiffi
η

p ffiffiffiffiffiffiffiffiffiffi
1�ε

p
+ η

1�2
ffiffiffi
η

p ffiffiffiffiffiffiffiffiffiffi
1� ε

p
+ η 1� εð Þ (6.3.16)

From a notch filter application point of view, a high extinction ratio requires the minimum transmission

Tmin to be as small as possible. Fig. 6.3.8 shows the minimum power transmission of a ring resonator-

based filter as the function of the power-splitting ratio of the fiber coupler. Three different loss values

are used for the fiber ring in Fig. 6.3.8. Obviously, the optimum power-splitting ratio depends on the

loss of the fiber ring. In fact, in order for the minimum transmission to be zero, η¼1�ε is required.
FIG. 6.3.8

Minimum power transmission of a ring resonator-based filter.
In addition to the extinction ratio, finesse is also an important parameter to specify a ring resonator.

The finesse of a ring resonator is defined by the FSR divided by the full-width at half-maximum

(FWHM) of the transmission notch. If we use the optimized value of splitting ratio such that η¼1�ε,
the ring resonator transfer function will be simplified to

T ϕð Þ¼
ffiffiffi
η

p
1�e�jϕ
� �
1�ηe�jϕ

				
				
2

(6.3.17)

Assuming that at a certain phase, ϕΔ, this power transfer function is T(ϕΔ)¼0.5, we can find that

ϕΔ ¼ cos�1 1�4η + η2

�2η

� �
(6.3.18)
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Since the FSR corresponds to 2π in phase, the finesse of the resonator can be expressed as

Finesse¼ 2π

2ϕΔ
¼ π

cos�1
1�4η+ η2

�2η

� � (6.3.19)

Fig. 6.3.9 shows the calculated finesse as the function of the round-trip loss, 1�η, of the fiber ring.

Apparently high finesse requires low loss of the optical ring. In practice, this loss can be introduced

either by the fiber loss or by the excess loss of the directional coupler.
FIG. 6.3.9

Calculated finesse as a function of the fiber ring loss.
Similar to Finesse, there is also a Q-value which defines the quality of a ring resonator,

Q¼ λm
δλm

(6.3.20)

where λm is the resonance wavelength at which the transmission is minimum, that is at λm¼ τc/m,
ϕ¼2mπ with m an integer. δλm is the FWHM of the absorption peak around λm in the wavelength do-

main. Because the round-trip phase is related to the wavelength by ϕ¼2πτc/λ, its derivative is

δϕ¼ �2πτcδλ/λ2, thus δλm at λm can be obtained from Eq. (6.3.18) as

δλm ¼ λ2m
2πτc

2ϕΔð Þ (6.3.21)

where the negative sign is removed because δλm is a measure of linewidth. We can than find the simple

relation between Q-value and the finesse defined in Eq. (6.3.19) by
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Q¼m 	Finesse (6.3.22)

where m¼τc/λm.
From an application point of view, the biggest problem with the fiber-based ring resonator is prob-

ably the birefringence in the fiber. If there is a polarization rotation of optical signal in the fiber ring, the

interference effect after each round-trip will be reduced and thus the overall transfer function will be

affected. Therefore, PLC technology might be more appropriate to make high-Q ring resonators com-

pared to all-fiber devices. Ring resonators have been used in evanescent wave biosensors, in which

attachment of biomolecules on the surface of the waveguide change the effective propagation delay

of the optical signal due to the interaction of biomolecules with the evanescent wave. Thus, the con-

centration of certain biomolecules can be quantified by monitoring the wavelength shift of the trans-

mission notches of the optical transfer function (Sun and Fan, 2011). Ring resonators withQ>107 have

been reported, which can potentially make ring-based biosensors very attractive.

The configuration of optical ring resonator has also been used to make electro-optic modulators. In

this application, an electrode is applied on the ring so that the optical delay can be modulated by the

applied electric voltage. For an optical signal at a certain wavelength near the transmission notch, in-

tensity modulation can be accomplished by modulating the notch wavelength on-and-off the optical

signal wavelength (Xu et al., 2006). More details of ring modulators can be found in Chapter 7.
FIG

Co
EXAMPLE 6.2
A fiber-optic Sagnac loop is shown in Fig. 6.3.10 in which the two output ports of a 2�2 coupler are connected. The cou-

pler has a power coupling coefficient α. The length of the fiber in the loop is L and the refractive index is n.

Derive the power reflectivity R¼ E0
a

Ea

				
				
2

and power transmissivity T¼ E0
b

Ea

				
				
2

.

dE

nL 

aE

bE

aE

bE

cE
cE

dE

. 6.3.10

nfiguration of a fiber-optic Sagnac loop.
Solution
The field transfer function of the 2�2 coupler is

Ec

Ed

� �
¼

ffiffiffiffiffiffiffiffiffiffi
1�α

p
j
ffiffiffi
α

p
j
ffiffiffi
α

p ffiffiffiffiffiffiffiffiffiffi
1�α

p
� �

Ea

0

� �

that is, Ec ¼
ffiffiffiffiffiffiffiffiffiffi
1�α

p
Ea, Ed ¼ j

ffiffiffi
α

p
Ea

After traveling through the fiber delay line in the opposite directions, the optical fields reentering the coupler are,

E0
c ¼Ede

�jϕ ¼ j
ffiffiffi
α

p
Eae

�jϕ and E0
d ¼Ece

�jϕ ¼ ffiffiffiffiffiffiffiffiffiffi
1�α

p
Eae

�jϕ, where ϕ¼ (2π/λ)nL is the propagation phase shift. Thus,

E0
a

E0
b

� �
¼

ffiffiffiffiffiffiffiffiffiffi
1�α

p
j
ffiffiffi
α

p
j
ffiffiffi
α

p ffiffiffiffiffiffiffiffiffiffi
1�α

p
� �

j
ffiffiffi
α

pffiffiffiffiffiffiffiffiffiffi
1�α

p
� �

Eae
�jϕ

so that, E0
a ¼ j2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α 1�αð Þp

Eae
�jϕ, and Eb

0 ¼ (1�2α)Eae
� jϕ
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Therefore, the power reflectivity is,R¼jEa
0/Ea j2¼4α(1�α), and the power transmissivity is T¼jEb

0/Ea j2¼ (1�2α)2.
Note that when a 3dB coupler is used with α¼0.5, the Sagnac loop has R¼1 and T¼0. That is equivalent to a perfect

reflector or an ideal mirror.

To verify that the results satisfy energy conservation constrain T+R¼1, we have,

T +R¼ 1�2αð Þ2 + 4α 1�αð Þ¼ 1�4α+ 4α2 + 4α�4α2 ¼ 1

6.4 FIBER BRAGG GRATINGS
FBG is an all-fiber device which can be used to make low-cost, low-loss, and compact optical filters

and demultiplexers. In an FBG, the Bragg grating is written into the fiber core to create a periodic re-

fractive index perturbation along the axial direction of the fiber, as illustrated in Fig. 6.4.1. The periodic

grating can be made in various shapes, such as sinusoid, square, or triangle; however, the most impor-

tant parameters are the grating period Λ, the length of the grating region L, and the strength of the index
perturbation δn. Although the details of the grating shapemay contribute to the higher-order harmonics,

the characteristic of the fiber grating is mainly determined by the fundamental periodicity of the grat-

ing. Therefore, the index profile along the longitudinal direction z, which is most relevant to the per-

formance of the fiber grating can be approximated with (Kashyap, 2010)

n zð Þ¼ ncore + δn 1 + cos
2π

Λ
z

� �� 
(6.4.1)

where ncore is the refractive index of the fiber core.
L 

z 

A

B

A L

B L

FIG. 6.4.1

Illustration of fiber Bragg grating. Λ: grating period and L: grating length.
The frequency selectivity of FBG is originated from the multiple reflections from the index pertur-

bations and their coherent interference. Obviously, the highest reflection of an FBG happens when the

signal wavelength matches the spatial period of the grating, λBragg¼2ncoreΛ, which is defined as the

Bragg wavelength. The actual transfer function around the Bragg wavelength can be calculated using

coupled-mode equations (McCall, 2000). Assume a forward-propagating wave A(z)¼jA(z)jexp(jΔβz)
and a backward-propagating wave B(z)¼jB(z)jexp(� jΔβz), where Δβ¼β�π/(Λncore) is the wave

number detuning around the Bragg wavelength. These two waves couple with each other due to the

index perturbation of the grating along the fiber, and the coupled-wave equations are

dA zð Þ
dz

¼�jΔβA zð Þ� jκB zð Þ (6.4.2a)
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dB zð Þ
dz

¼ jΔβB zð Þ+ jκA zð Þ (6.4.2b)

where κ is the coupling coefficient between the two waves. κ�π(1�V�2)δn/λBragg is linearly propor-
tional to the strength of the index perturbation δn of the grating, where V is the V-number of the fiber as

discussed in Chapter 2. To solve the coupled-wave Eq. (6.4.2), we assume

A zð Þ¼ a1e
�γz + a2e

γz (6.4.3a)

B zð Þ¼ b1e
�γz + b2e

γz (6.4.3b)

where a1, a2, b1, and b2 are constants. Substituting Eq. (6.4.3) into Eq. (6.4.2), the coupled-wave equa-
tions become

jΔβ� γð Þa1 ¼�jκb1 (6.4.4a)

jΔβ + γð Þb1 ¼�jκa1 (6.4.4b)

jΔβ + γð Þa2 ¼�jκb2 (6.4.4c)

jΔβ� γð Þb2 ¼�jκa2 (6.4.4d)

To have nontrivial solutions for a1, a2, b1, and b2, we must have

jΔβ� γ 0 jκ 0

0 jΔβ + γ 0 jκ
jκ 0 jΔβ + γ 0

0 jκ 0 jΔβ� γ

								

								
¼ 0

This leads to �Δβ2�γ2+κ2¼0 and therefore,

γ¼�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κ2�Δβ2

q
(6.4.5)

Now, we define a new parameter:

ρ¼ j jΔβ + γð Þ
κ

� κ

j jΔβ� γð Þ (6.4.6)

The relationships between a1, b1, a2, and b2 in Eq. (6.4.4) become b1¼a1/ρ and b2¼a2ρ. If we know
the input and the reflected fields A and B, the boundary conditions at z¼0 are A(0)¼a1+a2 and B(0)¼
a1/ρ+a2ρ. Equivalently, we can rewrite the coefficients a1 and a2 in terms of A(0) and B(0) as

a1 ¼ ρA 0ð Þ�B 0ð Þ
ρ�1=ρ

(6.4.7a)

a2 ¼A 0ð Þ�ρB 0ð Þ
1�ρ2

(6.4.7b)

Therefore, Eq. (6.4.3) can be written as

A Lð Þ¼ ρ B 0ð Þ�ρA 0ð Þ½ 

1�ρ2

e�γL +
A 0ð Þ+ ρB 0ð Þ½ 


1�ρ2
eγL
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B Lð Þ¼ B 0ð Þ�ρA 0ð Þ½ 

1�ρ2

e�γL +
ρ A 0ð Þ+ ρB 0ð Þ½ 


1�ρ2
eγL

where L is the length of the grating. This is equivalent to a transfer matrix expression,

A Lð Þ
B Lð Þ
� �

¼ S11 S12
S21 S22

� �
A 0ð Þ
B 0ð Þ
� �

(6.4.8)

where the matrix elements are

S11 ¼ eγL�ρ2e�γL

1�ρ2
(6.4.9a)

S22 ¼ e�γL�ρ2eγL

1�ρ2
(6.4.9b)

S12 ¼�S21 ¼ ρ e�γL�eγLð Þ
1�ρ2

(6.4.9c)

Since there is no backward-propagating optical signal at the fiber-grating output, B(L)¼ 0, the complex

field reflectivity of the fiber grating can be easily found as

R¼B 0ð Þ
A 0ð Þ¼�S21

S22
¼ ρ

e�2γL�1

e�2γL�ρ2

� �
(6.4.10)

Fig. 6.4.2 shows the calculated power reflectivity of grating as the function of frequency detune from

the Bragg wavelength. Since the reflectivity is a complex function of the frequency detune, Fig. 6.4.2

shows both the power reflectivity jR j2 and the phase angle of R. The power reflectivity clearly shows a
band-pass characteristic and the phase shift is quasi-linear near the center of the passband.

The peak reflectivity is at zero-detune which corresponds to the Bragg wavelength λBragg¼2ncoreΛ.
The first reflectivity notch at each side of the peak reflection wavelength corresponds to e�2γL¼1, that

is, γ¼ jπ/L. Considering the definition of γ in Eq. (6.4.5), this is equivalent to Δβ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π=Lð Þ2 + κ2

q
.

When the filter bandwidth is narrow enough,

Δβ¼ 2πncore
λBragg

�2πncore
λnotch

� 2πncore
λ2Bragg

λnotch�λBragg
� �

where λnotch is the wavelength of the nearest notch of reflectivity adjacent to the peak reflection. Then,
we can find that the full width of the band-pass filter (wavelength separation between the two notches

one on each side of the reflection peak) is

Δλ¼ 2 λnotch�λBragg
		 		¼ λ2Bragg

2πncoreL

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π2 + κLð Þ2

q
(6.4.11)

The peak reflectivity of the grating at the Bragg wavelength can also be obtained from Eq. (6.4.10). At

the Bragg wavelength (Δβ¼0) γ¼κ and ρ¼ j, Eq. (6.4.10) becomes

R λBragg
� �¼ j

e�κL�eκL

e�κL + eκL

� �
¼�j tanh κLð Þ (6.4.12)

Thus, the peak power reflectivity at the Bragg wavelength is R2(λBragg)¼ tanh2(κL).
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The dashed line in Fig. 6.4.2 shows the reflectivity in a grating with uniform coupling coefficient

κ¼1.5m�1, and in this case, the stopband rejection ratio is only approximately 15dB. This poor stopband

rejection ratio ismainly caused by the edge effect because the grating abruptly starts at z¼0 and suddenly

stops at z¼L. To minimize the edge effect, apodization can be used in which the coupling coefficient κ is
nonuniform and is a function of z. The solid line in Fig. 6.4.2 shows the reflectivity of a fiber grating with
κ(z)¼κ0exp{�5(z�L/2)2}, as shown in Fig. 6.4.3A, where κ0¼1.5m�1 is the peak coupling coefficient

of the grating and L¼10mm is the grating length. The apodizing obviously increases the stopband re-

jection ratio by an additional 10dB compared to the uniform grating. In general, more sophisticated apo-

dizing techniques utilize both z-dependent coupling coefficient κ(z) and z-dependent grating period Λ(z),
which help both to improve the FBG performance including the stopband rejection, the flatness of the

passband, and the phase of the transfer function (Mihailov et al., 2000; Erdogan, 1997).
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FIG. 6.4.2

Calculated reflectivities of fiber gratings with κ¼1.5m�1, L¼10mm, and λbragg¼1557nm. Dashed lines: uniform

grating; solid line: apodized grating.
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For nonuniform coupling coefficient κ¼κ(z) and grating period Λ(z), calculation can be performed

by dividing the grating region into a large number of short sections, as illustrated in Fig. 6.4.3B, and

assuming both κ and Λ are constant within each short section. Thus, the input/output relation of each

section can be described by Eq. (6.4.8). The overall grating transfer function can be found by multi-

plying the transfer matrices of all short sections:

A Lð Þ
B Lð Þ
� �

¼
YN
m¼1

S
mð Þ
11 S

mð Þ
12

S
mð Þ
21 S

mð Þ
22

" #( )
A 0ð Þ
B 0ð Þ
� �

(6.4.13)

where N is the total number of sections and Si, j
(m), (i¼1, 2, j¼1, 2) are transfer matrix elements of the

mth short section that use the κ and Λ values of that particular section.
(A) 

(B)

FIG. 6.4.3

(A) Nonuniform coupling coefficient κ(z) and (B) dividing FBG into short sections for calculation using transfer

matrices.
From an application point of view, the band-pass characteristic of the FBG reflection is often used

for optical signal demultiplexing. Since FBG attenuation in regions away from the Bragg wavelength is

very small, multiple FBGs, each having a different Bragg wavelength, can be concatenated, as illus-

trated in Fig. 6.4.4, to make multiwavelength demultiplexers. With special design, the phase shift in-

troduced by an FBG can also be used for chromatic dispersion compensation in optical transmission

systems. In the recent years, FBGs are often used to make distributed sensors, which utilize the tem-

perature or mechanical sensitivities of FBG transfer functions. Another note is that although an FBG

can be made low cost, an optical circulator has to be used to redirect the reflection from an FBG, which
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significantly increases the cost. Although a 3-dB fiber directional coupler can be used to replace the

circulator, it will introduce a 6-dB intrinsic loss for the round-trip of the optical signal.
FIG. 6.4.4

Configuration of a WDM demux based on FBGs.
6.5 WDM MULTIPLEXERS AND DEMULTIPLEXERS
In WDM optical systems, multiple wavelengths are used to carry wideband optical signals; therefore,

precisely filtering, multiplexing, and demultiplexing these optical channels are very important tasks.

Similar to RF filters, the specification of an optical filter includes bandwidth, flatness of passband,

stopband rejection ratio, transition slope from passband to stopband, and phase distortion. Simple op-

tical filters based on the Mach-Zehnder, Michelson, and FP configurations are too simple to provide

desired transfer functions for many applications. Multilayer thin films are flexible enough to create

high-quality optical filters with desired specifications and excellent wavelength selectivity. Especially

with advanced thin-film deposition technology, hundreds of thin-film layers with precisely controlled

thickness and index profiles can be deposited on a substrate. Multichannel WDM multiplexers

(MUXs), demultiplexers (DEMUXs), and wavelength add/drop couplers have been built based on

the thin-film technology. In terms of disadvantages, since thin-films filters are free-space devices, pre-

cise collimation of optical beams is required and the difficulty becomes significant when the channel

count is high. On the other hand, arrayed waveguide grating (AWG) is another configuration to make

MUX, DEMUX, and add/drop couplers.

AWG is based on the PLC technology, in which multipath interference is utilized through multiple

waveguide delay lines. PLC is an integrated optics technology that uses photolithography and etching;

very complex optical circuit configurations can be made with submicrometer-level precision. WDM

MUX and DEMUX with very large channel counts have been demonstrated by AWG.
6.5.1 THIN-FILM-BASED INTERFERENCE FILTERS
Fresnel reflection and refraction on an optical interface have been discussed in Section 2.2. If we con-

sider normal incidence on the interface between materials of refractive indices n0 and n1, as shown in

Fig. 6.5.1A, the Fresnel reflectivity is simply

ρ¼E0�
E0 +

¼ n1�n0
n1 + n0

(6.5.1)

Further, if we consider a thin film with thickness d1 and refractive index n1 is sandwiched between two
bulk materials with refractive indices n0 and n2, as shown in Fig. 6.5.1B, a transfer matrix will be useful

to describe the relationship between input and output optical fields,
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E0 +

E0�

� �
¼ 1 ρ0,1

ρ0,1 1

� �
ejβ1d1 0

0 e�jβ1d1

� �
1 ρ1,2
ρ1,2 1

� �
E2 +

E2�

� �
(6.5.2)

where ρ0,1 ¼ n1�n0
n1 + n0

and ρ1,2 ¼ n2�n1
n2 + n1

are interface Fresnel reflectivity, and β1 ¼ 2π
λ n1 is the propagation

constant of the thin film.

The field reflectivity can be found as

r1 ¼E0�
E0 +

¼ ρ0,1e
jβ1d1 + ρ1,2e

�jβ1d1

ejβ1d1 + ρ0,1ρ1,2e�jβ1d1
(6.5.3)
(A) (B) (C)

FIG. 6.5.1

Reflection and refraction of (A) single optical interface, (B) three interfaces, and (C) multilayer thin-film stacks.
For a general multilayer thin-film structure shown in Fig. 6.5.1C with M layers, the overall transfer

function can be found by multiplying the transfer matrices of all layers,

E0 +

E0�

� �
¼ A B

C D

� �
1 ρM�1,M

ρM�1,M 1

� �
EM + 1 +

EM + 1�

� �
(6.5.4)

with

A B
C D

� �
¼
YM
m¼1

ejβmdm ρm,m�1e
jβmdm

ρm,m�1e
�jβmdm e�jβmdm

� �
(6.5.5)

where, ρm,m�1 ¼ nm�nm�1

nm + nm�1
, ρM�1,M ¼ nM�nM�1

nM + nM�1
, and βm ¼ 2π

λ nm.
For a thin film with M dielectric layers, if n0¼1 (air) and nM+1¼1.47 (silica substrate) are fixed,

there are 2M free parameters (thickness and refractive index of each layer) that can be used for the

design of the desired transfer function. When the number of layers is large enough, numerical simu-

lation has to be used (Macleod, 2010) to find filter transfer function based on Eqs. (6.5.4) and (6.5.5).

The field transfer function of a multilayer film is complex even for the simplest structure ofM¼1,

as can be easily seen from Eq. (6.5.3), in which both the intensity transmissivity and the optical phase

are functions of the wavelength. While the intensity transfer function determines the selectivity and

rejection ratio of different wavelength components in the optical signal, phase transfer function rep-

resents the chromatic dispersion the filter introduces. Fig. 6.5.2 show examples of intensity and phase

transfer functions of multilayer thin-film filters with 100 and 200GHz bandwidths. These filters were

made with four cavities each containing two quarter-wave stacks spaced by one half-wave layer, and

each stack contains alternative layers of SiO2 and Ta2O5.

Multilayer thin films can be used to make optical filters both in the transmission mode and in the

reflection mode as illustrated in Fig. 6.5.3. Fig. 6.5.3A shows the simplest thin-film fiber-optic filter in
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FIG. 6.5.2

(A) Intensity transfer function and (B) chromatic dispersion of thin-film band-pass filters (Zhang et al., 2002).
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which the optical signal is collimated and passes through the optical interference film in the transmis-

sion mode. At the output, another collimator couples the signal light beam into the output fiber. With a

large number of layers of thin films deposited on transparent substrates, high-quality edge filters and

band-pass filters can be made with very sharp transition edges, as illustrated in Fig. 6.5.3C. If the trans-

mitted and reflected optical signals are separately collected by two output fibers, a simple two-port

WDM coupler can be made as shown in Fig. 6.5.3B. Typical transfer function of a band-pass filter

is shown in Fig. 6.5.3D. Note that in practical applications of WDM couplers based on the multilayer

films, beam incidence may not be normal with respect to the film surface, and the transfer function is a

function of the beam incidence angle. The angular dependence of field transfer function of multilayer

thin films can be calculated by taking into account the incidence angle in the Fresnel reflection de-

scribed in Eqs. (2.2.4) and (2.2.6), and the modification of phase shift in each layer.
(A) (B)

(C) (D)

FIG. 6.5.3

Thin-film-based optical filters. T: transmission, R: reflection. (A) Example of an edge filter in simple transmission

mode with transfer function shown in (C). (B) Example of a bandpass filter with transfer function shown in (D).
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Fig. 6.5.4A shows the configuration of a four-port WDMDEMUX that uses four interference films,

each having a different edge frequency of the transmission spectrum. Fig. 6.5.4B shows an alternative

arrangement of the thin-film filters to construct an eight-channel WDM DEMUX in which only edge

filter characteristics are required for the thin films. Fig. 6.5.4C is an example of the typical transfer

function of a four-port WDMDEMUX, which shows the maximum insertion loss of about 1.5dB, very

flat response within the passband, and more than 40dB attenuation in the stop-band. It is also evident

that the insertion loss increases at longer wavelengths because long-wavelength channels pass through

larger numbers of thin-film filters.
(A) (B)

(C)
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Thin-film-based WDM DEMUX. (A) and (B) optical circuit configuration and (C) transfer function of a four-

channel DEMUX.
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Thin-film technology has been used for many years; sophisticated structural design, material selec-

tion, and fabrication techniques have been well studied. However, thin-film-based WDM MUX and

DEMUX are based on the discrete thin-film units. The required number of cascaded thin-film units is

equal to the number of wavelength channels, as shown in Fig. 6.5.4; and the overall insertion loss linearly

increases with the number of ports. In addition, the optical alignment accuracy requirement becomes

more stringent when the number of channels is high and thus the fabrication yield becomes low. For this

reason, the channel counts of commercial thin-film filter-basedMUX and DEMUX rarely go beyond 16.

For applications involving large numbers of channels, such as 64 and 128, AWGs are more appropriate.
6.5.2 ARRAYED WAVEGUIDE GRATINGS
The wavelength selectivity of an AWG is based on the multipath optical interference. Unlike transmis-

sion or reflection gratings or thin-film filters, an AWG is composed of integrated waveguides deposited

on a planar substrate, commonly referred to as PLCs. As shown in Fig. 6.5.5, the basic design of an

AWG consists of input and output waveguides, two star couplers, and an array of waveguides bridging

the two star couplers. Within the array, each waveguide has a slightly different optical length, and

therefore, interference happens when the signals combine at the output. The wavelength-dependent

interference condition also depends on the design of the star couplers. For the second star coupler,

as detailed in Fig. 6.5.6, the input and the output waveguides are positioned at the opposite sides of

a Roland sphere with a radius of Lf/2, where Lf is the focus length of the sphere. In an AWG operation,

the optical signal is first distributed into all the arrayed waveguides by the input star coupler, and then at

the output star coupler, each wavelength component of the optical field emerging from the waveguide

array is constructively added up at the entrance of an appropriate output waveguide. The phase con-

dition of this constructive interference is determined by the following equation (Takahashi et al., 1995):

ncΔL + nsd sinθ¼mλ (6.5.6)

where θ¼kb/Lf is the diffraction angles in the output star coupler, b is the separation between adjacent

output waveguides, k indicates the particular outputwaveguide number,ΔL is the length difference between
two adjacent waveguides in the waveguide array, ns and nc are the effective refractive indices in the star

coupler and waveguides,m is the diffraction order of the grating and is an integer, and λ is the wavelength.
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FIG. 6.5.5

Illustration of an arrayed waveguide-grating structure.
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Configuration of the star coupler used in AWG.
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Due to the concentric configuration of the star coupler, the path length from the end of each grating

waveguide to the center output waveguide is the same, and thus the condition for a constructive inter-

ference at the center output waveguide (θ¼0) at wavelength λ0 is determined only by the differential

length ΔL of the waveguide array:

λ0 ¼ nc 	ΔL
m

(6.5.7)

The wavelength of constructive interference depends on the angular position of the output waveguide,

which is regarded as an angular dispersion of the star coupler. Based on Eq. (6.5.6), this angular dis-

persion is

dλ

dθ
¼�nsd

m
cosθ (6.5.8)

When d is a constant, the dispersion is slightly lower for waveguides further away from the center.

Based on this expression, the separation of constructive interference wavelength between adjacent out-

put waveguides can be found as

Δλ¼ b

Lf

dλ

dθ

� �
¼ b

Lf

nsd

m
cosθ (6.5.9)

I the design of AWG, ΔL is usually a constant which determines the central wavelength λ0 through
Eq. (6.5.7), and thus, m¼ncΔL/λ0. Also based on the small angle (θ�0) approximation, Eq. (6.5.9)

can be simplified as

Δλ¼ b

Lf

nsd

ncΔL
λ0 (6.5.10)

Note that the central wavelength λ0 shown in Eq. (6.5.7) depends on the grating order m. Wavelength

difference between successive grating orders is known as the FSR. In AWG, the FSR can be found from

Eq. (6.5.7) as

ΔλFSR ¼ λ20
ncΔL

(6.5.11)

The maximum number of wavelength channels that an AWG can support within a FSR can be deter-

mined by
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Nmax ¼ΔλFSR
Δλ

¼ Lf λ0
bnsd

(6.5.12)

Nmax can be increased by increasing the radius of the Roland sphere and decreasing waveguide sepa-

ration between waveguides on both the input and the output sides. Because AWG is based on the multi-

beam interference, spectral resolution is primarily determined by the number of waveguides in the

waveguide array between the two star couplers. Larger number of waveguides will provide better spec-

tral resolution.

As an example, Fig. 6.5.7 shows the calculated insertion loss spectrum of a 32-channel AWG, in

which 100 grating waveguides are used between the two star couplers. In this example, the pass band of

each channel has a Gaussian-shaped transfer function. With advanced design and apodizing, flat-top

transfer function can also be designed, which are commercially available.
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Transfer function of an AWG with 32 wavelength channels.
Both thin-film filters and AWGs are often used to make MUX, DEMUX, and wavelength add/drop

devices for WDM applications. To characterize these devices, important parameters include: width of

the passband, adjacent channel isolation, nonadjacent channel isolation, passband amplitude and phase

ripple, return loss, and polarization-dependent loss (PDL).
6.5.3 ACOUSTO-OPTIC FILTERS
Another category of optical filters is made by utilizing the acousto-optic (AO) effect. Acousto-optic

filters (AOFs) are based on the Bragg gratings but which are created by acoustic waves propagating

in AO crystal materials. AO effect for optical device applications is primarily based on the photoelastic

property which is introduced by the pressure-dependent refractive index. Popular AO materials used

for AOF include lead molybdate (PbMoO4), tellurium dioxide (TeO2), and quartz (SiO2).
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As illustrated in Fig. 6.5.8, an acoustic wave is generated from a piezoelectric transducer driven by

an RF oscillator, and propagates as a plane wave inside a solid transparent material. This acoustic wave

creates a moving periodical pressure pattern along the propagation direction z, and the period is

Λ¼ va=F (6.5.13)

where F is the modulation frequency of the driving RF source and va is the velocity of the acoustic wave
along the propagation direction in the solid material. For example, for an RF frequency of

F¼100MHz, and a velocity of acoustic wave of va¼4000m/s inside an AO crystal, this grating con-

stant is Λ¼40μm.
FIG. 6.5.8

Illustration of an acousto-optic modulator/filter. The inset is a picture of acousto-optic deflector from Gooch &

Housego (used with permission)
This periodical pressure pattern further creates a periodic index perturbation along the z-direction
through photoelastic effect of the solid material, which is equivalent to a moving Bragg grating with a

Bragg constant Λ. Then, if an optical beam is launched onto the Bragg grating, it will be diffracted, and

the diffraction angle depends both on the wavelength of the optical signal and on the frequency of the

RF driving source.
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Assume the angle between the incidence optical beam and the plane of the acoustic wave is θi, con-
structive interference of the diffracted wave from the pressure wave induced Bragg grating will be at θd
to satisfy the grating condition, Λ(sinβd+sinβi)¼mλ/n with m the grating order, λ the optical signal

wavelength, and n the refractive index of the AO crystal. For θd¼θi where the diffraction efficiency

is the highest, the Bragg angle for the incident light beam is defined as

θB ¼ sin�1 mλ

2nΛ

� �
(6.5.14)

Assume that the θB is small enough, the first-order Bragg angle (m¼1) is then,

θB � λ
F

2nva
(6.5.15)

Fig. 6.5.8 also shows the remaining optical beam that directly passes through without diffracted by the

Bragg grating, which is defined as the zeroth-order beam (m¼0). The zeroth-order and the first-order

beams are separated by an angle of 2θB. As an example, for the TeO2 AO crystal with n¼2.26 at

λ¼1550nm wavelength, and va¼4260m/s, if the RF modulation frequency is F¼100MHz, the grat-

ing constant is Λ¼42.6 μm, and the Bragg angle will be approximately θB�7.4�10�3 rad, or
0.425°. This is indeed a very small angle.

As the Bragg angle θB depends on both the optical signal wavelength and the frequency of the driv-
ing RF source, this device can be used to make a tunable optical filter. For the filter application, the

diffracted beam is collected around the Bragg angle θd¼θB, and the RF frequency F is used as the

tuning mechanism. The spectral resolution depends on the beam size and the width of the acoustic wave

that interacts with the light beam.

Based on the first-order grating condition at the Bragg angle 2nΛ sinθB¼λ0, where λ0 is the center
wavelength of the optical signal. Consider that there are N grating periods that interact with the light

beam, and they are all constructive at the output, this is equivalent to 2NnΛ sinθB¼Nλ0. The interfer-
ence will become destructive at the output if the signal wavelength is changed from λ0 to λ0+δλ, that is,
2NnΛ sinθB¼ (N�1/2)(λ0+δλ). Thus,

δλ¼ λ0
2 N + 1ð Þ�

λ0
2w=Λ

(6.5.16)

Because θB is very small, N�w/Λ is assumed as the total number of layers that interact with the input

light beam, with w the beam diameter as indicated in Fig. 6.5.8. Another limitation for the spectral

resolution is the diffraction-limit which causes the uncertainty of the diffraction angle

δθB¼1.22λ0/(nw). Since δλ/δθB�2nva/F which can be derived from the first-order grating

Eq. (6.5.15), we have

δλ¼ 2:44
λ0va
wF

¼ 2:44
λ0

w=Λ
(6.5.17)

This is almost five times bigger than that given in Eq. (6.5.16), and thus, diffraction limit is often the

major reason that limits the spectral resolution of an AOF. As an example, for Λ¼42.6μm and

w¼2mm, the normalized spectral resolution is approximately δλ/λ0�0.02.

An AOF can also be used as a wavelength-selective modulator. The modulation speed depends on

the incident optical beam diameter w. The switch on time τ is the time in which the acoustic wave
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passes through the diameter of the optical beam, that is simply, τ¼w/va, and switch off needs the same

time. Therefore, the maximum attainable modulation frequency is

fmodulation ¼ va
2w

(6.5.18)

For application as an optical filter, in order to achieve fine spectral resolution the acoustic wave fre-

quency F has to be high, and the optical beam diameter w needs to be wide. On the other hand, for

application as an optical modulator with high modulation speed, tightly focused beam with small di-

ameter needs to be used. For example for TeO2 AO crystal with va¼4260m/s, in order to achieve

1MHz modulation speed, the optical beam diameter has to be w<2.3 mm.

For the filter application of acoustic-optics, the most useful configuration is the colinear propaga-

tion between the optical wave and the acoustic wave as illustrated in Fig. 6.5.9.
FIG. 6.5.9

Acousto-optic filter based on the colinear configuration.
In this case, both the optical signal and the acoustic wave are propagating in the z-direction, and the
index perturbation is

n z, tð Þ¼ n0 + δncos Ωt�2π

Λ
z

� �
(6.5.19)

where n0 is the average refractive index of the AO crystal, δn is the amplitude of index perturbation

caused by the acoustic wave, Ω is the angular frequency of the acoustic wave, and Λ¼F/va is the grat-
ing constant. This is similar to that described in Eq. (7.5.1) for the FBG, except that the grating created

by the acoustic wave is propagating in the z-direction at a speed va.
At each moment of time, the grating pattern is periodic with a Bragg wavelength of λBragg¼2n0Λ.

The interaction length between the optical and the acoustic beams is L, as indicated in Fig. 6.5.9. In

comparison to the incidence at the Bragg angle where the interaction length is approximately equal to

the beam width w of the optical wave, the interaction length of this colinear configuration is much

longer, and the spectral resolution can be significantly improved. Since diffraction limit is no longer

an issue here, the spectral resolution can be roughly estimated from Eq. (6.5.16), but N¼L/Λ is used

here so that δλ�λ0Λ/(2L). For example, for an AOF made with TeO2 with va¼4260m/s, if the device

length is L¼5cm and the RF modulation frequency is 100MHz, the normalized spectral resolution is
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δλ/λ0�4.26�10�4. The actual transfer functions of the filter, both used in the transmission mode and

in the reflection mode, can be calculated based on the coupled-mode equation discussed in Section 6.4,

but here the index perturbation δn is proportional to the amplitude of the acoustic wave, and with the

Bragg wavelength λBragg¼2n0va/F is determined by the RF frequency and the velocity of the

acoustic wave.

Note that in this colinear configuration, the optical wave interacts with the acoustic wave

which propagates in the same direction. Thus, the optical signal will experience a Doppler effect,

so that frequency of the optical signal at the filter output becomes, fout¼ f0�F, where f0¼c/λ0 is
the input optical frequency and c is the speed of light. This is equivalent to a red shift of optical

wavelength by

ΔλDoppler ¼ λ20
c
F (6.5.20)

It is also possible for the optical wave and the acoustic wave to propagate in the opposite direction,

known as counter propagation. In that case, the optical filtering property is the same as that of co-

propagation, except that the optical frequency is increased due to the Doppler effect, fout¼ f0+F,
and the optical wavelength is blue shifted.

Frequency shift caused by Doppler effect also exists for diffractive AO modulators shown in

Fig. 6.5.8. This is similar to an optical beam reflected by a moving mirror, and the Doppler effect

is determined by the velocity of the acoustic wave projected on the direction of the incident optical

beam. Thus, the frequency of the diffracted optical signal is fout¼ f0�F sinθi. AOmodulators without

optical frequency shift can be obtained by cascading two sections of crystals driven by acoustic

waves in the opposite directions, so that the Doppler-induced frequency shift can be canceled out.

Another approach is to apply acoustic waves in the opposite directions along a single AO crystal.

In this way, a standing wave pattern is generated due to their interference, and the induced Bragg

grating is not moving. Thus, Doppler frequency shift can be avoided.
6.6 OPTICAL ISOLATORS AND CIRCULATORS
An optical isolator is a device that only allows unidirectional transmission of the optical signal. It is

often used in optical systems to avoid unwanted optical reflections. The purpose of an optical circu-

lator is to redirect the reflected optical signal into a different destination. Both optical isolators and

circulators are classic nonreciprocal devices which are designed based on the polarization rotation

induced by Faraday effect. For free-space optical applications with relatively large beam sizes, iso-

lators and circulators with are often polarization dependent. As the SOP of beam propagation in free

space can be easily controllable andmaintained, polarization dependence of optical devices is accept-

able. In a fiber-optic system, on the other hand, the SOP of an optical signal can vary randomly when

propagating along a fiber, so that polarization-independent isolators and circulators have been devel-

oped for fiber-optic systems. Optical configurations and operation principles of optical circulators

and circulators will be discussed in this section. Definitions of key parameters and specifications will

also be presented.
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6.6.1 OPTICAL ISOLATORS
Anoptical isolator isadevice that isdesigned toallow theoptical signal travel in the forwarddirectionwhile

block reflections that would travel in the backward direction. Optical isolators are critically important in

many applications in optical systems. For example, a single-frequency semiconductor laser is very suscep-

tive to external optical feedback.Even avery low level of optical reflection fromanexternal optical circuit,

on the order of�50dB, is sufficient to cause a significant increase in laser phase noise, intensity noise, and

wavelength instability. Thus, an optical isolator is usually required at the output of each laser diode in ap-

plications that require low optical noise and stable single optical frequency. Another example is in an op-

tical amplifierwhereunidirectionaloptical amplification is required. In this case, thebidirectional natureof

optical amplification of the optical gainmediumwould cause self-oscillation if the external optical reflec-

tion from, for example, connectors and other optical components is strong enough.

Atraditionaloptical isolator isbasedonaFaradayrotatorsandwichedbetweentwopolarizers,as shownin

Fig. 6.6.1. In this configuration, the optical signal coming from the left side passes through the first polarizer

whose optical axis is in the vertical direction, whichmatches the polarization orientation of the input optical

signal. Then, a Faraday rotator rotates the polarization of the optical signal by 45 degree in a clockwise di-

rection. Theoptical axis of the secondpolarizer is oriented 45 degreewith respect to the first polarizer,which

allows theoptical signal topass throughwith little attenuation. If there is a reflection fromtheoptical circuit at

the right side, the reflected optical signal has to pass through the Faraday rotator from right to left. Since the

Faraday rotator is anonreciprocal device, the polarization stateof the reflectedoptical signalwill rotate for an

additional 45 degree in the same direction as the input signal, thus becoming horizontal, which is perpendic-

ular to the optical axis of the first polarizer. In this way, the first polarizer effectively blocks the reflected

optical signal and assures the unidirectional transmission of the optical isolator.

For the Bi:YIG-based Faraday rotator of a certain thickness, the angle of polarization rotation is

proportional to the magnitude of the applied magnetic field, but is generally not linear. It saturates

at around 1000 Gauss. Therefore, a magnetic field of >1500 Gauss will guarantee the stable rotation

angle for a certain Bi:YIG thickness. The value of isolation is, to a large extent, determined by the

accuracy of the polarization rotation angle and thus by the thickness of the YIG Faraday rotator.

The Faraday rotator is the key component of an optical isolator. In long-wavelength applications in 1.3

and 1.5μmwindows for optical communications,Bismuth-substitute yttrium irongarnet (Bi:YIG) crystals

are oftenused; theyhavehighVerdet constant and relatively lowattenuationat thesewavelengthwindows.

Packaged optical isolatorswith<1-dB insertion loss and>30dB isolation are commercially available. If a

higher isolation level is required, multistage isolators can be used to provide optical isolation of>50dB.
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FIG. 6.6.1

Optical configuration of a polarization-sensitive optical isolator.
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Although the configuration of this type of isolators is simple, the SOP of the optical signal has to

match the orientation of the polarizer’s principle axis of the isolator. Any polarization state mismatch

would result in additional optical attenuation. An isolator of this type is usually used in free-space op-

tics where the SOP of the optical signal is often stable at the input of the isolator. It is often used im-

mediately after a laser diode chip within the same package to prevent optical reflection that goes back

into the laser diode. In this case, the optical signal from the laser diode is launched into the isolator

through free-space optical coupling so that the SOP is deterministic. The optical signal output from

the isolator can be coupled into an optical fiber pigtail. On the other hand, for many inline fiber-optic

applications where the SOP of the optical signal at the input of the isolator may vary randomly,

polarization-insensitive optical isolators are required.

Fig. 6.6.2 shows the configuration of a polarization-independent optical isolator made by two bire-

fringence beam displacers and a Faraday rotator ( Jameson, 1989). In the 1550-nmwavelength window, a

YVO4 crystal is often used for the birefringence beam displacers due to its high birefringence, low loss,

and relatively low cost. The operation principle of this polarization-independent optical isolator can be

explained using Fig. 6.6.3. The vertical and horizontal polarized components (or o beam and e beam) of

the incoming light beam is first split into two separated beams by the first YVO4 birefringence beam

displacer; they are shown as solid and dashed lines, respectively, in Fig. 6.6.3. The distance of beam sep-

aration is determined by the birefringence and the thickness of the crystal. Then, both of these two beams

are polarization rotated for 45 degree by a Bi:YIG Faraday rotator without changing their spatial beam

positions. The second YVO4 crystal has the same birefringence and thickness as the first one. By arrang-

ing the orientation of the birefringence axis of the secondYVO4 crystal, the o beam and e beam in the first

YVO4 beam displacer become the e beam and o beam, respectively, in the second YVO4 beam displacer.

Therefore, the two beams converge at the end of the second YVO4 crystal.
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FIG. 6.6.2

Configuration of polarization-independent optical isolator.
In the backward direction, the light beams pass through the second YVO4 crystal along the same

routes as for the forward direction. However, due to its nonreciprocal characteristic, the Faraday rotator

rotates the polarization of the backward-propagated light beams by an additional 45 degree (in the same

rotation direction as the forward-propagated light beams). The total polarization rotation of each beam

is 90 degree after a round-trip through the Faraday rotator. Thus, the initially? (//) polarized light beam

in the forward direction becomes ?(//) polarized in the backward propagation. The spatial separation

between these two beams will be further increased when they pass through the first YVO4 crystal in the

backward direction and will not be captured by the optical collimator in the input side. Fig. 6.6.3 also
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illustrates the polarization orientation of each light beam at various interfaces. In the design of an op-

tical isolator, the thickness of YVO4 has to be chosen such that the separation of o and e beams is larger

than the beam cross-section size.
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FIG. 6.6.3

Illustration of the operating principle of a polarization-independent optical isolator.
To specify the performance of an optical isolator, the important parameters include isolation, in-

sertion loss, PDL, polarization-mode dispersion (PMD), and return loss. Insertion loss is defined as

the output power divided by the input power. Isolation is defined as the reflected power divided by

the input power when the output is connected to a total reflector. Return loss is defined as the

reflected power divided by the input when the output side of the isolator has no reflection; thus return

loss is the measure of the reflection caused by optical interfaces inside the isolator itself. By defi-

nition, return loss should always be lower than the isolation. Practically, AR coating can never be

perfect which is also wavelength dependent. The Verdet constant of Faraday rotator may also be

wavelength dependent. These effects usually limit the width of wavelength window in which an iso-

lator can operate within the specification. For a single stage isolator within a�15nm window around

1550nm wavelength, the insertion loss is typically less than 0.5dB, the isolation should be about

�30dB, and the PDL should be less than 0.05dB.With good AR coating, the return loss of an isolator

is on the order of �60dB.
6.6.2 OPTICAL CIRCULATORS
Similar to an optical isolator that has just been discussed; an optical circulator is device that is also

based on the nonreciprocal polarization rotation of an optical signal by the Faraday effect. Different

from an isolator, an optical circulator is a three-terminal device as illustrated in Fig. 6.6.4, where ter-

minal 1 is the input port and terminal 2 is the output port, while the reflected signal back into terminal 2

will be redirected to terminal 3 instead of terminal 1.
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FIG. 6.6.4

Basic function of a three-terminal optical circulator.
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Optical circulators have many applications in optical circuits and optical communication systems

for redirecting bidirectional optical signals into different ports. One example is the use with FBGs, as

shown in Fig. 6.6.5A. Since the wavelength-selective reflection of a FBG can be used either as a band-

pass optical filter or as a dispersion compensator, an optical circulator has to be used to redirect the

reflected optical signal into the output. Although a 3-dB fiber directional coupler can also be used

to accomplish this job, as shown in Fig. 6.6.5B, there will be a 6-dB intrinsic insertion loss for the

optical signal going through a round-trip in the fiber coupler.
1 2 

3 

FBG 

Input 

Output 

FBG 

Input 

Output 
3dB 

(A) (B)

FIG. 6.6.5

Redirect FBG reflection using (A) a circulator and (B) a 3-dB fiber directional coupler.
Fig. 6.6.6 illustrates the configuration of a polarization-independent optical circulator (Van Delden,

1991). Similar to a polarization-independent optical isolator discussed previously, an optical circulator

also uses YVO4 birefringence material as beam displacers and Bi:YIG for the Faraday rotators. How-

ever, configuration of an optical circulator is much more complex than an isolator because the

backward-propagated light has also to be collected at port 3 shown in Fig. 6.6.6.
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FIG. 6.6.6

Configuration of a polarization-insensitive optical circulator.
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The operating principle of the optical circulator can be explained using Fig. 6.6.7. In the forward-

propagation direction, the incoming light beam into port 1 is first split into o and e beams by the first

YVO4 beam displacer, and these two beams are shown as the solid and the dashed lines, respectively. The

polarizationstate isalso labeledneareach lightbeam.These twobeamsareseparatedin thehorizontaldirection

after passing through the first YVO4 displacer (D1) and then they pass through a pair of separate Bi:YIG Far-

aday rotators. The left Faraday rotator (a1) rotates the o beam by +45 degree and the right Faraday rotator (b1)

rotates theebeamby�45degreewithout shifting their beamspatialpositions. In fact, afterpassing through the

firstpairofFaradayrotators, the twobeamsbecomecopolarizedand theyarebothobeams in thesecondYVO4

displacer (D1). Since these two separate beamsnowhave the samepolarization state, theywill pass the second

displacer D2without further divergence. At the second set of Faraday rotators, the left beamwill rotate an ad-

ditional+45degreeat (a2)and therightbeamwill rotateanadditional�45degreeat (b2), then theirpolarization

states become orthogonal with each other. The third beam displacer D3 will then combine these two separate

beams intooneat theoutput,which recreates the inputoptical signalbutwith a90-degreepolarization rotation.

For the reflected optical signal into port 2, which propagates in the backward direction, the light beam is

separated into twoafterpassing throughD3.However,becauseof thenonreciprocal characteristic, theFaraday

rotator a2 rotates the reflected beamby +45 degree and b2 rotates the reflected beamby�45 degree, all in the

samedirectionas rotating the forward-propagated lightbeams.The totalpolarization rotation is then90degree

after a round-trip through the second pair of Faraday rotators. Thus, in the second beam displacer D2, the

backward-propagatedbeamsare again copolarized, but their polarizationorientations are both ebeams (recall

that the two beams are both o beams in the forward-propagating direction). Because of this 90 degree differ-

ence in the polarization orientation, the backward-propagated beams will not follow the same routes as the

forward-propagated beams in the second beam displacer D2, as shown in Fig. 6.6.7. After passing through

the first set ofFaraday rotators and the first beamdisplacerD1, thebackward-propagatedbeamsare eventually

recombined at port 3 at the input side, which is in a different spatial location than port 1.
Forward direction 

Backward direction 

Port 1 Port 2 

a1

b1

a2

b2

D1 D2 D3

Port 3 

Port 2 

a1
a2b1

b2

D3
D2D1

FIG. 6.6.7

Illustration of the operating principle of an optical circulator.
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From an application point of view, both optical isolators and circulators need to operate with min-

imum wavelength dependence for all parameters. Similar to an optical isolator, important specifications

for an optical circulator also include insertion loss, isolation, PDL, and return loss. In addition, since a

circulator has more than two terminals, directionality is also an important measure. For a three-terminal

circulator, as illustrated in Fig. 6.6.4, the insertion loss includes the losses from port 1 to port 2 and from

port 2 to port 3. For example, if the optical power launched into port 1 is P1, port 2 is connected to a total

reflector, and the output power measured from port 3 is P3, the insertion loss is 10log10(P1/P3) in dB.

Likewise, the isolation also includes the isolation from port 2 to port 1 and from port 3 to port 2. In this

case, the isolation between port 2 and port 1 is 10log10(P1+/P1�), where P1� are forward and reflected

powers into and from port 1, with port 2 connected to a total reflector. The isolation between port 3 and

port 2 is 10log10(P2�/ P2+), where P2� are backward launched and reflected (in the forward direction)

powers into and from port 2, with port 3 connected to a total reflector. As the device has more than two

ports, directionality is another parameter for the device specification, which is defined by the transmis-

sion loss from port 1 to port 3 when port 2 is terminated without reflection. A typical circulator operating

in 1550�15-nm wavelength window usually has insertion loss of about 0.8dB, which is slightly higher

than an isolator due to its more complicated optical structure. The isolation value is on the order of

�40dB and the directionality is usually better than �50dB.
6.7 PLCs AND SILICON PHOTONICS
PLC is a technology based on the optical waveguides fabricated on planar substrates (Okamoto, 2005).

Because of the layered structure of the substrates, waveguides of PLC usually have rectangular cross

sections. Sophisticated photonic structures can be fabricated through photolithography and etching on

planar substrates, and a large number of devices, such as couplers, arrayed-waveguide gratings

(AWGs), MZIs, and ring resonators, can be created on the same substrate, which allows batch fabri-

cation of photonic chips with sophisticated functionalities. Miniature sizes of photonic structures and

functional devices allow photonic integration which provides the possibility to significantly reduce the

per-device cost and improve the reliability. Many different materials have been utilized for PLC, but

the most popular materials are SiO2, Si, InP, and optical polymer.

Silica-based PLC is often used to make AWG for wavelength-division multiplexer and demulti-

plexer in WDM systems and networks. Because the refractive index of silica, n � 1.5, matches that

of optical fiber, optical coupling between optical fiber and PLC is straightforward because of the close

match of their fundamental mode cross sections. The typical cross-section size of a silica-based PLC

waveguide is on the order of 6�6μm (Okamoto, 2005), and thus precision tolerance of photolithog-

raphy is not as stringent as those using smaller waveguide sizes based on higher index materials such as

silicon. The intrinsic loss of silica-based PLC is also small over a very wide spectral window. Although

silica-based PLC is still the dominant technique for AWG currently used in commercial fiber-optic

systems, the low index and relatively large waveguide cross-section size as well as the large bending

radius limit the achievable device density of photonic integration. For example, a typical WDM

DEMUX based on the silica AWG takes an area on the order of 1�1cm on the substrate. In addition,

the platform of silica is not compatible with materials for active photonic and electronic devices, which

further limit the prospective of large-scale photonic/electronic integration.

Silicon-based PLC is gaining momentum in the recent years, which provides an ideal integrated pho-

tonic circuit platform known as silicon photonics (Okamoto, 2014). Silicon is semiconductor with a band-

gap energy of Eg¼1.12eV, corresponding to a cutoff wavelength of approximately λc¼1.13μm. Thus,
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silicon is transparent in the optical communicationswavelength windowof 1550nm. The refractive index

of silicon is approximately n¼3.5 at 1550nmwavelength which is much higher than that of silica. As the

result, the cross section of a single-mode silicon waveguide is on the order of 0.2�0.4μm at the 1550-nm

operating wavelength. In addition, carrier injection can be used to dynamically change the refractive in-

dex of silicon, so that high-speed modulation can be realized in silicon photonic devices such as ring

resonators and MZIs. The small feature size of silicon PLC requires much higher fabrication precision

for photolithograph and etching. But at the same time, the small feature size results in reduced footprint of

photonic integrated circuits and allowing large-scale photonic integration of a large number of functional

devices on the same chip. After all, the most important advantage of silicon photonic circuits is in its

material platform and fabrication process which are CMOS compatible: that means the same standard

CMOS fabrication process for digital electronic circuits can be used to produce photonic circuits on

the same substrate. This further allows hybrid electro-optic integration. It needs to point out that silicon

is an indirect semiconductor which, in principle, cannot be used to make light-emitting devices such as

lasers and LEDs. Thus, silicon photonic circuits have to rely on external light sources.

InP is a III–V compound semiconductor material with the bandgap at Eg¼1.34eV, corresponding

to a cutoff wavelength of approximately λc¼870nm. Thus, InP is also transparent in the optical com-

munications wavelength window of 1550nm. The refractive index of InP is n¼3.17 at 1550nm wave-

length, which is slightly lower than that of silicon, but still significantly higher than the refractive index

of silica. Because the electron mobility of InP is much higher than that of silicon, faster electro-optic

modulation can be achieved in InP-based photonic circuits through carrier injection. A distinct advan-

tage of InP-based photonic circuits is that it can be monolithically integrated with light sources and

near-infrared wavelength photodiodes made of III–V semiconductor materials such as GaAs and

InGaAsP. Optical couplers, WDM multiplexers and demultiplexers in the AWG configuration made

on the InP platform have been reported with monolithically integrated laser diodes and photodiodes.

However, PLC fabrication with III–Vmaterials has been shown much more challenging with low yield

compared to silicon. Thus, photonic devices based on III–V semiconductor materials are generally

much more expensive than their silicon counterparts.

Polymer is a plastic material starting in the liquid form, which can be spin coated onto a substrate

and cured into a solid transparent film after baking. Refractive index of polymer is on the order of

n¼1.45, and can be modified to some extent by changing the material composition. Photonic circuit

structures can be made through photolithography and wet etching on the polymer. Multiple layers of

polymers each with a different refractive index can be made on the substrate to make complex photonic

structures. The major advantage of polymer-based PLC is the low cost, simple fabrication process, and

the flexibility and variety of substrates that can be used to support polymer PLC. There are also poly-

mers with very high electro-optic coefficient which can be used to make high efficiency electro-optic

modulators. On the other hand, major disadvantages of polymer PLC include the high-temperature sen-

sitivity and the potential long-term reliability issue due to material property degradation overtime com-

mon to most plastic products caused by oxidation and aging.
6.7.1 SLAB OPTICAL WAVEGUIDES
A slab waveguide is a two-dimensional (2D) structure formed by a high-index wave-guiding layer

sandwiched between a top and a bottom cladding layer with lower refractive indices as illustrated

in Fig. 6.7.1.



FIG. 6.7.1

Structure of a slab optical waveguide with a core layer thickness 2d sandwiched between the upper and lower

cladding layers.
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In Fig. 6.7.1, the thickness of the core layer is d with the refractive index n1, and the dimension is

�∞<y<∞, �d<x<d, and �∞<z<∞. To simplify the analysis, we assume that both the upper and

the lower claddings have the same refractive index n2 which is slightly lower than n1. Because the

y-direction is uniform and infinite, this slab waveguide is a 2D problem where the optical field prop-

agates in the z-direction and its amplitude varies over the transversal x-direction. Similar to those

discussed in Section 2.3.1, the propagation constant can be decomposed into the propagation direction

z and the transversal direction x. Although in practice the waveguide may not be symmetric, we use the

symmetric structure to simplify the analysis as shown in Fig. 6.7.1 in which the upper and the lower

cladding layers have the same refractive index. The technique can be straightforwardly extended to

general cases of asymmetric slab waveguides.

Based on the rule of Fresnel reflection discussed in Chapter 2, the critical angle for total reflection at

the core-cladding interface is θc¼ sin�1(n2/n1). Because of the phase continuity constrain, the propa-

gation constant of the guided mode in the z-direction βz has to be the same for the core and the clad-

dings, and it is limited within β1�βz�β2, where β1¼2πn1/λ and β2¼2πn2/λ. As the optical field is

guided by the core, the field distribution in the transversal x-direction inside the core layer should

be a standing wave, whereas in the cladding layers, field distribution should be evanescent. Transverse

electric (TE) and transverse magnetic (TM) modes are usually used to categorize optical fields in the

waveguide which have no Ez or Hz components, respectively (Lizuka, 2002).

Now, let us use the TE mode as an example. The major electric field component of the TE mode is

Ey, which has standing wave patterns along the transversal x-direction inside the core layer. These pat-
terns can either be symmetric or antisymmetric as

Ey ¼Acos β1xxð Þejβzz for xj j � dð Þ (6.7.1)

or

Ey ¼Asin β1xxð Þejβzz for xj j � dð Þ (6.7.2)

where A is the peak amplitude of the field. The optical field in the upper and lower cladding regions

should be evanescent with the amplitudes decaying in the �x directions away from the core, that is,
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Ey ¼
Bexp jβ2x x�dð Þ½ 
ejβzz for

�Bexp �jβ2x x+ dð Þ½ 
ejβzz for

x� dð Þ
x��dð Þ

(
(6.7.3)

where B is the peak amplitude at jx j¼d, and the � sign depends on the symmetric (cos) or antisym-

metric (sin) field distribution in the core. β1x and β2x are projections of β1 and β2 on the x-direction, and
they are defined as, β1x

2 ¼β1
2�βz

2 and β2x
2 ¼β2

2�βz
2 with βz the propagation constant along the z-direc-

tion. For the guided wave modes β1x is real, but β2x has to be imaginary so that β2x ¼ jα2 ¼ j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2z �β22

q
,

where α2 represents a decay constant. Thus, optical field in the cladding layers are

Ey ¼
Bexp �α2 x�dð Þ½ 
ejβzz for

�Bexp α2 x+ dð Þ½ 
ejβzz for

x� dð Þ
x��dð Þ

(
(6.7.4)

The vector magnetic field can be found through Faraday’s law,

H
!¼ �1

jωμ0
r� E

!
(6.7.5)

The transversal x-components of magnetic fields are

Hx ¼ A

ωμ0
βz

sin β1xð Þejβzz symmetric

cos β1xð Þejβzz antisymmetric

(
(6.7.6)

for the core and,

Hx ¼

B

ωμ0
βz exp �α2 x�dð Þ½ 
ejβzz for x� dð Þ

�B

ωμ0
βz exp α2 x + dð Þ½ 
ejβzz for x��dð Þ

8>>><
>>>:

(6.7.7)

for the claddings.

The longitudinal z-components of magnetic fields in the core are

Hz ¼ jA

ωμ0
β1x

� sin β1xxð Þejβzz symmetric

cos β1xxð Þejβzz antisymmetric

(
(6.7.8)

for the core and,

Hz ¼

�B

ωμ0
jα2 exp �α2 x�dð Þ½ 
ejβzz for x� dð Þ

�B

ωμ0
jα2 exp α2 x+ dð Þ½ 
ejβzz for x��dð Þ

8>>><
>>>:

(6.7.9)

for the claddings. Now, we need to determine the relation between the proportionality constants A and

B, as well as constrains imposed by propagation constants β1x and α2. First, let us consider the case of
symmetric field distribution. The Ey component has to be continuous at the core/cladding interface

x¼d. For the symmetric field distribution this is

Acos β1xdð Þ¼Bexp �α2 x�dð Þ½ 
 (6.7.10)
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The magnetic field Hz also has to be continuous at x¼d, that is,

Aβ1x sin β1xdð Þ¼Bα2 exp �α2 x�dð Þ½ 
 (6.7.11)

Combining Eqs. (6.7.10) and (6.7.11), the relation between α2 and β1x for the case of symmetric field

distribution is
α2 ¼ β1x tan β1xdð Þ (6.7.12)

Because of the field symmetry, the continuity condition of Ey at x¼�d would arrive at the same re-

lation between α2 and β1x as that described by Eq. (6.7.12).

Based on the similar continuity constrains of Ey and Hz at the core/cladding interface, the relation

between α2 and β1x for the case of antisymmetric field distribution can be found as

α2 ¼�β1x cot β1xdð Þ (6.7.13)

Considering that β1x
2 ¼β1

2�βz
2 and α2

2¼βz
2�β2

2, for both symmetric and antisymmetric field distribu-

tions, the relation between α2 and β1x can also be expressed as

α22 ¼ β21�β22�β21x ¼
2π

λ

� �2

n21�n22
� ��β21x (6.7.14)

which is known as the dispersion relation. Based on the combination of Eqs. (6.7.12) through (6.7.14)

the coefficients of electric and magnetic field distributions shown in Eqs. (6.7.1)–(6.7.9) can be

determined.
FIG. 6.7.2

Solutions of Eqs. (6.7.12) (bold solid lines) and (6.7.13) (dashed lines) for relationship between normalized

propagation constants α2d and β1xd for symmetric and antisymmetric field profiles, respectively. Thin solid lines

(quarter circles) represent dispersion relation of Eq. (6.7.14) for n1¼1.47, n2¼1.465, λ¼1550nm, and d¼4, 8,

and 32μm.
Bold lines in Fig. 6.7.2 show mode-cutoff conditions which are numerical solutions of Eqs. (6.7.12)

(solid lines) and (6.7.13) (dashed lines). These curves represent relationship between transversal
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direction propagation constants α2 and β1x of different modes in the core and cladding corresponding to

symmetric and antisymmetric field profiles, respectively. Normalized values α2d and β1xd are used in

Fig. 6.7.2 for convenience because they are unit-less, and modes exist only in regions of β1xd, where
α2d are nonzero. Quarter circles shown in Fig. 6.7.2 show dispersion relations of Eq. (6.7.14) with

n1¼1.47, n2¼1.465, λ¼1550nm, and the half-thickness of the core values d changes from 4 to

32μm in a 4-μm increment. Actual propagation constants, β1x, of discrete modes can be found at in-

tersects of the two groups of curves between mode-cutoff conditions and dispersion relations.

The mode-cutoff condition is α2�0 when optical field is no longer guided by the core layer because

there is no decay of evanescent field in the cladding. Based on Eqs. (6.7.12) and (6.7.13), guided waves

exist in the core only when α2>0 so that tan(β1xd)�0 and cot(β1xd)�0 for symmetric and antisym-

metric field profiles, respectively. These are equivalent to (m�1)π/2�β1xd�mπ/2 for symmetric

modes and mπ/2�β1xd� (m+1)π/2 for antisymmetric modes, respectively, with m¼1, 3, 5, 7 ….

The mode of the lowest order is the one with symmetric field profile and m¼1, and the cutoff con-

dition is 0�β1xd�π/2. Further considering the dispersion relation of Eq. (6.7.14) at α2¼0,

0� 2πd=λð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21�n22

p
� π=2. Therefore, this lowest-order mode supports optical signal in the wave-

length region 4d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21�n22

p
� λ�∞, and the cutoff wavelength of the lowers order mode is thus defined

as λc ¼ 4d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21�n22

p
.

Although mode-cutoff condition discussed above helps understand parameter regions in which

guide modes exist, each propagation mode has a unique propagation constant. Substitute α2 of

Eq. (6.7.14) into Eqs. (6.7.12) and (6.7.13), a value of β1x can be found for each guided mode through,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2π

λ

� �2 n21�n22
β21x

� �
�1

s
¼ tan β1xdð Þ (6.7.15)

and

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2π

λ

� �2 n21�n22
β21x

� �
�1

s
¼�cot β1xdð Þ (6.7.16)

for symmetric and antisymmetric field profiles, respectively. Both Eqs. (6.7.15) and (6.7.16) have mul-

tiple discrete solutions for β1x corresponding to discrete modes.
EXAMPLE 6.7.1
Consider a slab waveguide with the following parameters: n1¼1.47, n2¼1.465, and λ¼1550nm (same as those used to

obtain Fig. 6.7.2). Assume the thickness of the core layer is 8μm, that is, d¼4μm. Find the propagation constants βz in the
longitudinal z-direction for the symmetric and the antisymmetric field modes, and the field distributions of these

two modes.

Solution
Based on Fig. 6.7.2, for d¼4μm, there is only one solution for symmetric field mode and one solution for antisymmetric

field mode. Numerically solving Eqs. (6.7.15) and (6.7.16) we can find the normalized propagation constants in the x-
direction in the core as β1x,sd¼1.023 and β1x,ad¼1.874 for symmetric and antisymmetric modes, respectively. The cor-

responding propagation constants of this mode along the longitudinal z-direction can be found through

βz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πn1=λð Þ2�β21x

q
. This results in βz, s¼5.9534�106m�1andβz, s¼5.9404�106m�1. The corresponding decay con-

stants in the cladding in the transversal x-direction are α2, s¼4.19215�105m�1, and α2, a¼1.4657�105m�1, which can be

obtained from Eqs. (6.7.12) and (6.7.13). The relation between the proportionality constants A and B can be determined as

B/A¼cos(β1x, sd)¼0.5208 andB/A¼ sin(β1x, ad)¼0.9544 for symmetric and antisymmetric modes, respectively. Based on

Eqs. (6.7.1), (6.7.2), (6.7.4), and the parameters calculated above for this example, Ey field distributions of the lowest-order
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symmetric (dotted line) and antisymmetric (solid line) modes are shown in Fig. 6.7.3. Red and black colors of the curves

represent field inside and outside of the slab core layer, respectively. As the antisymmetric mode is near cutoff, more energy

is outside of the core region and the decay rate α2,a in the cladding is also smaller than that of the symmetric mode.
x 

d 

–d 
y 

. 6.7.3

ld distributions of lowest-order symmetric (dashed line) and antisymmetric (solid line) modes on the cross

ction of a slab waveguide.Red and black colors represent field inside and outside of the core layer, respectively.
Note thatβz is theprojectionofβ1¼2πn1/λ in thewavepropagationdirectionz, so thatβz�β1.Now,weintroduce theconceptof
effective index neff: when a wave is propagating in the core of a waveguide in the z-direction, it can be treated as if the wave is

propagating in free space filled with a material of refractive index neff. That is, neff¼βz/(2π/λ). In Example 6.7.1 discussed above,

βz,s¼5.9534�106m�1 and βz, s¼5.9404�106m�1 for symmetric and antisymmetric modes, respectively. Thus, we can find

neff, s¼1.4686 and neff,a¼1.4654 for these twomodes. This can be understood as a part of the optical field is outside the core layer

so that n2�neff�n1. As the antisymmetric mode has more energy in the cladding than the symmetric mode, its effective index is

smaller.

As the field distribution of eachmode is partitioned between the core and the cladding of the waveguide, effective index

can be explained as the weighted average of the refractive indices of the core and the cladding with the mode field dis-

tribution as the weighting factor. For a low-order mode, the mode field is mostly concentrated inside the core so that the

effective index is very close to n1, whereas for a high-order mode, there is more spreading of mode field into the cladding

and thus the effective index will be relatively low.

Another group of modes in the slab waveguide is the TM mode in which Hz¼0. Hy component is used for TM mode

analysis using continuity conditions on the core/cladding interfaces. Similar to the analysis of TE modes, Hy component

which should have standing wave patterns along the transversal x-direction inside the core layer, and these patterns can

either be symmetric or antisymmetric. Field in the cladding is an evanescent wave, so that the amplitude has to decay with

the increase of jx j. Thus, for symmetric modes

Hy ¼
Acos β1xdð Þexp �α2 x�dð Þ½ 
ejβzz x� d

Acos β1xxð Þejβzz xj j � d

Acos β1xdð Þexp α2 x + dð Þ½ 
ejβzz x� d

8>><
>>:

(6.7.17)

and for antisymmetric modes,

Hy ¼
Asin β1xdð Þexp �α2 x�dð Þ½ 
ejβzz x� d

Asin β1xxð Þejβzz xj j � d

�Asin β1xdð Þexp α2 x+ dð Þ½ 
ejβzz x� d

8>><
>>:

(6.7.18)

where A is the peak amplitudes of the field in the core. Continuity of amplitude across the core/cladding interface at x¼�d
has been used. Electric field components Ex and Ez can then be found through Ampere’s law.
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For symmetric modes,

Ex ¼ βz
ωε

Hy ¼ Aβz
ωε0

1

n22
cos β1xdð Þexp �α2 x�dð Þ½ 
ejβzz x� d

1

n21
cos β1xxð Þejβzz xj j � d

1

n22
cos β1xdð Þexp α2 x+ dð Þ½ 
ejβzz x� d

8>>>>>><
>>>>>>:

(6.7.19)

Ez ¼ j

ωε

∂Hy

∂x
¼ jA

ωε0

�α2
n22

cos β1xdð Þexp �α2 x�dð Þ½ 
ejβzz x� d

�β1x
n21

sin β1xxð Þejβzz xj j � d

α2
n22

cos β1xdð Þexp α2 x+ dð Þ½ 
ejβzz x� d

8>>>>><
>>>>>:

(6.7.20)

and for antisymmetric modes,

Ex ¼ Aβz
ωε0

1

n22
sin β1xdð Þexp �α2 x�dð Þ½ 
ejβzz x� d

1

n21
sin β1xxð Þejβzz xj j � d

�1

n22
sin β1xdð Þexp α2 x + dð Þ½ 
ejβzz x� d

8>>>>>><
>>>>>>:

(6.7.21)

Ez ¼ j

ωε

∂Hy

∂x
¼ jA

ωε0

�α2
n22

sin β1xdð Þexp �α2 x�dð Þ½ 
ejβzz x� d

β1x
n21

cos β1xxð Þejβzz xj j � d

α2
n22

sin β1xdð Þexp α2 x+ dð Þ½ 
ejβzz x� d

8>>>>><
>>>>>:

(6.7.22)

The definition of β1x and α2 are the same as those in the analysis of TE modes. The magnetic field Hz has to be con-

tinuous at x¼d, so that for symmetric modes,

α2 ¼ n22
n21

β1x tan β1xxð Þ (6.7.23)

and for antisymmetric modes,

α2 ¼�n22
n21

β1x cot β1xxð Þ (6.7.24)

Note that the relation between β1x and α2 for TM modes defined by Eqs. (6.7.23) and (6.7.24) are similar to that for TE

modes defined in Eqs. (6.7.12) and (6.7.13), and they are commonly referred to as characteristic equations of modes. A

propagation mode exists only when tan(β1xd)�0 and cot(β1xd)�0 for symmetric and antisymmetric field profiles, respec-

tively. Dispersion Eq. (6.7.14) is applicable for both TE and TM modes, and similar to the V-number of a cylindrical fiber

defined in Eq. (2.3.25), a V-number can also be defined for a slab waveguide as

V¼ 2πd

λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21�n22

q
(6.7.25)

Based on the characteristic equations, TE and TM modes have the same cutoff condition, V¼mπ/2 for symmetric modes

and V¼ (m+1)π/2 for antisymmetric modes, respectively, with m¼1, 3, 5, 7…. The number of modes increases for every

π/2 radians increase in the V-number so that the total number of modes in a slab waveguide is

N¼ 2V

π
¼ 4d

λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21�n22

q
(6.7.26)
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Note that since characteristic equations of TMmodes shown in Eqs. (6.7.23) and (6.7.24) are slightly different from those for

the TEmodes by a coefficient (n2/n1)
2, the effective indices of TE and TMmodes of the same order are thus slightly different.

Another, probably more straightforward, way to find mode characteristic equation is to use geometric analysis tech-

nique based on the round-trip phase matching of a light ray in the transversal x-direction as illustrated in Fig. 6.7.4.
. 6.7.4

stration of ray traces in a slab waveguide with a thickness of 2d, and the decomposition of propagation constant

o transversal x and longitudinal z-directions.
In Fig. 6.7.4, the wave vectors β1 and β2 for the core and the cladding, respectively, are decomposed into the longi-

tudinal and the transversal components. For a guided mode inside the waveguide core, the round-trip phase change of light

ray in the transversal direction has to be the multiple of 2π, that is,

4β1xd + 2ΔΦ¼ 2mπ (6.7.27)

wherem is an integer andΔΦ is the phase shift of reflection at the core/cladding interface which is defined by Eqs. (2.2.17)

and (2.2.18) for the electric fields parallel and perpendicular to the incidence plane (which is x/z plane in this case), re-

spectively. As an example, for a TM mode the major electric field components are Ex and Ez which are both parallel to the

incidence plane, and thus,

ΔΦ¼ΔΦ== ¼�2tan�1 n1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 sin

2θ1�n22
p

n22 cosθ1

 !
¼�2tan�1 n21

n22

α2
β1x

� �
(6.7.28)

where θ1 is the incidence angle and we have used the decay factor in the cladding as α2
2¼ (jβ2x)

2¼βz
2�β2

2 with βz¼β1 sinθ1,
β1¼2πn1/λ, and β1x¼β1cosθ1. Eq. (6.7.28) can then be expressed as

α2 ¼ n22β1x
n21

tan β1xd�
mπ

2

� �
(6.7.29)

If m is an even number, tan(β1xd�mπ/2)¼ tan(β1xd) so that,

α2 ¼ n22β1x
n21

tan β1xdð Þ (6.7.30)

which is identical to the characteristic Eq. (6.7.23) for symmetric optical field distribution. Similarly for a odd number ofm,

tan(β1xd�mπ/2)¼ �cot(β1xd), so that,

α2 ¼�n22β1x
n21

cot β1xdð Þ (6.7.31)

which is identical to characteristic Eq. (6.7.24) for antisymmetric optical field distribution. For TE modes, on the other

hand, the major electric field component is Ey which is perpendicular to the incidence plane. Substitute the expression

of ΔΦ? from Eq. (2.2.18) into Eq. (6.7.27), characteristic equations of TE modes can be found.
6.7.2 RECTANGLE OPTICAL WAVEGUIDES
Although slab waveguide is simple, it only provides one-dimensional (1D) optical field confinement, and

thus its application inphotoniccircuits is limited. Instead, themostuseful structure inPLCis the rectangular

waveguide. Fig. 6.7.5 shows the cross section of a rectangular dielectric optical waveguide, which can be
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divided intonine regionswith theorientationofcoordinationbasedonMarcatili (1969).Thecorehas ahigh

refractive indexn1,while refractive indices in the cladding regions aren2,n3,n4, andn5, respectively,which
are lower than that in the core. The height and thewidth of thewaveguide core are 2d and 2w, respectively.
Optical fields in the four corner regions (regions 6, 7, 8, and 9) are considered small enough so that they can

be neglected for simplicity.
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FIG. 6.7.5

Cross section of a rectangle optical waveguide with a thickness 2d and a width 2w.
As the guided-wave optical field is confined in both x- and y-directions in this 3D configuration, the

propagation constant β has to be decomposed into three orthogonal components βx, βy, and βz. In the

waveguide core (region 1), this decomposition is

2πn1
λ

� �2

¼ β21x + β
2
1y + β

2
z (6.7.32)

Whereas, in the cladding regions 2 and 4, the decay constants are

α2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2z + β

2
1x�

2πn2
λ

� �2
s

(6.7.33)

α4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2z + β

2
1x�

2πn4
λ

� �2
s

(6.7.34)

Note that because of the field continuity, propagation constant in the x-direction β1x has to be contin-

uous across n2/n1 and n4/n1 boundaries. Similarly in cladding regions 3 and 5, the decay constants are

α3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2z + β

2
1y�

2πn3
λ

� �2
s

(6.7.35)

α5 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2z + β

2
1y�

2πn5
λ

� �2
s

(6.7.36)

where propagation constant in the y-direction β1y is continuous across n3/n1 and n5/n1 boundaries. βz is
the same for all five regions in which electric fields are considered. Now, let’s consider a TM-like
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modes which has the major electric field of Ex. Based on the geometric analysis, the round-trip phase

match condition in the x-direction is

4β1xw�2tan�1 n21α3
n23β1x

� �
�2tan�1 n21α5

n25β1x

� �
¼ 2mxπ (6.7.37)
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FIG. 6.7.6

Normalized propagation constant for different modes for two different waveguides. These are numerical solutions

of Eqs. (6.7.32)–(6.7.38) (Marcatili, 1969). (A) A square waveguide, and (B) a rectangular waveguide with the

width twice the length of the thickness.
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In this case for the reflections on the interfaces of n1/n3 and n1/n5, the electric field is parallel to the

incidence plane. While for the reflections on the interfaces of n1/n2 and n1/n4, the electric field is per-

pendicular to the incidence plane so that the round-trip phase match condition in the y-direction is

4β1yd�2tan�1 α2
β1y

 !
�2tan�1 α4

β1y

 !
¼ 2myπ (6.7.38)

wheremx andmy are integers. Now the seven Eqs. (6.7.32)–(6.7.38), are sufficient to solve for the seven vari-
ables, β1x, β1y, βz, α2, α3, α4, and α5. Since there is no analytical solution to these equations, they have to be
solved numerically.

Fig. 6.7.6 show the normalized propagation constant b as the function of the V-number for various

different modes calculated by numerically solving Eqs. (6.7.32)–(6.7.38). Results shown in Fig. 6.7.6 are
restricted to relatively weak-guiding waveguides with n4<n1<1.05n4. The insets showwaveguide cross

sections with the core thickness 2d and widthsw¼2d andw¼4d, respectively, for the top and the bottom
parts of Fig. 6.7.6. Since the refractive index of the core is n1, the top cladding layer has an index of n2, and
all other regions have the same index of n4, the definitions of b and V in Fig. 6.7.6 are, respectively,

b¼ β2z �β24
β21�β24

(6.7.39)

with β1¼2πn1/λ and β4¼2πn4/λ, and

V¼ 4πd

λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21�n24

q
(6.7.40)

Fig. 6.7.6 indirectly shows the relationship between the z-directional propagation constant βz and the bottom
cladding refractive index n4 because V is the function of n4 and b is a function of βz. The notations of modes

in Fig. 6.7.6 are expressed by Eij
xfor TM modes and Eij

yfor TE modes, where i and j represent the number of

extrema in the x- and y-directions inside thewaveguide core. A propagationmode exists onlywhen 0<b<1.

The lowest-orderTEandTMmodes areE11
y andE11

x, respectively.FielddistributionsofEij
x,with i, j¼1and2,
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FIG. 6.7.7

Illustration of electric field Ex distribution of low-order TM modes on the waveguide cross section.



2w

2d

cos(b1xx)
exp(–a3x)exp(a5x)

sin(b1xx)

cos(b1yy)

exp(a4y)

exp(–a2 y)

Ey Ey

Ey

Ey

Ey
11

Ey
22Ey

12

Ey
21

sin(b1yy)

FIG. 6.7.8

Illustration of electric field Ey distribution of low-order TE modes on the waveguide cross section.
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on the waveguide cross section are shown in Fig. 6.7.7 for the TM modes in which Ex and Hy are major

field components.

Similarly, field distributions of Eij
y with i, j¼1 and 2 on the waveguide cross section are shown in

Fig. 6.7.8 for the TE modes in which Ey and Hx are major field components.
6.7.3 DIRECTIONAL COUPLERS
Directional coupler is a basic function in an integrated photonic circuit, in which energy of the optical

signal is coupled between adjacent optical waveguides. As illustrated in Fig. 6.7.9, energy transfer can

happen between two waveguides parallel to each other when they are close enough. This energy cou-

pling is accomplished through evanescent waves of the two waveguide modes outside their cores.
Waveguide 1 

Waveguide 2 

Lc

FIG. 6.7.9

Illustration of energy transfer between two parallel waveguides.
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Cross section of two identical rectangular optical waveguides parallel to each other, and field distributions of the

symmetric and antisymmetric modes.
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Fig. 6.7.10 shows the cross section of two identical rectangular optical waveguides parallel to each

other. Each waveguide core has a refractive index n1, a width 2w, and a thickness 2d. Separation be-

tween these two waveguides is c. Refractive indices of cladding regions are indicated in the figure.

Considering only the electric field E11
y of the lowest-order TE mode in the coupled waveguide config-

uration, E11
y can be either symmetric or antisymmetric as illustrated in Fig. 6.7.10 as both of these two

mode structures are allowed to exist.

Coupling length is a parameter that is defined as the length at which optical signal power is

completely transferred from one waveguide to the other. It can be found that (Marcatili, 1969) the cou-

pling length is

Lp ¼ π

2

β5
β21x

w

α5

1 + β21xα
2
5

exp �c=α5ð Þ (6.7.41)

where β5¼2πn5/λ, α5 is the decay factor in the cladding region between the two waveguides, and β1x is
the propagation constant in the transversal x-direction. Eq. (6.7.41) was derived with the weak coupling
approximation such that both the fundamental field profile and the propagation constant of each indi-

vidual waveguide mode are not significantly changed by the introduction of the other waveguide. Thus,

α5 and β1x can be found by solving Eqs. (6.7.32)–(6.7.38). Eq. (6.7.41) indicates that Lp∝ec/α5, which
means that the coupling length exponentially increases with the separation c between the two

waveguides.

Analytic solutions based on the approximations can be found in the literature for various different

guided-wave photonic structures, which is useful to understand wave propagation, mode formation,

and coupling mechanisms. However, complexity of analytic formulations can often be overwhelming

for even relatively simple photonic structures. Thus, numerical simulations are commonly used for
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photonic circuit design and performance evaluation. Various numerical simulation packages are com-

mercially available based on the finite element method (FEM), or finite-difference time-domain

method (FDTD).

As an example, Fig. 6.7.11A shows the cross section of a ridge waveguide and the refractive index

of each layer is color coded with the color bar on the right side of Fig. 6.7.11A. Fig. 6.7.11B shows

mode field distributions numerically solved by FDTD software [synopsys webpage] for all five modes

that the waveguide can support. The effective index neff is also shown on top of each mode field profile,

which indicates the extent of mode field confinement in the core.
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FIG. 6.7.11

(A) Index profile of a ridge waveguide and (B) mode profiles of y-polarized optical field and effective index of each

mode (Synopsys simulation software generated).
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(A) Top view of a 2�2 waveguide coupler (red) and optical field distribution at different positions along the

waveguides. At the input (z¼0), optical field is launched into the waveguide on the left side. (b) Optical field

amplitudes carried in the two waveguides at different positions along the waveguides.
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Fig. 6.7.12A shows the top view of a directional coupler composed of two optical waveguides with

varying separation along the wave propagation direction z. Only the fundamental mode is considered in

each waveguide. At the input (z¼0), the fundamental mode field is launched into the waveguide on the

left. At the location where the separation between these two waveguides is close enough, energy cou-

pling between them happens. In the region of 7<z<20mm optical signal amplitude oscillates between

these two waveguides with a periodicity of approximately 10mm which is known as the coupling re-

gion. The length Lp required for a complete energy transfer from one waveguide to the other is deter-

mined by the mode structure and the separation between these two waveguides in the coupling region

Lp in Fig. 6.7.12B is approximately 5mm in this example. By choosing an appropriate length of cou-

pling region, Lc in Fig. 6.7.12C, the power ratio between the two outputs of the coupler can be

determined.

Fig. 6.7.13 shows an example of a 1�3 interference coupler in which the coupling region is a multi-

mode waveguide, and energy splitting from the input waveguide to a number of output waveguides

relies on the modal distribution of the multimode waveguide section. This multimodal field distribution

is shown in Fig. 6.7.13B, which is similar to the interference pattern in free-space optics. Similar star

couplers based on the multimode interference have been used in AWG to makeWDMmultiplexers and

demultiplexers as previously discussed in Section 6.5.2. More sophisticated PLC structures such as

complex waveguide cross sections and plasmonic waveguides based on the metallic properties of ma-

terials can also be designed with numerical simulation software (synopsys webpage).
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(A) Top view of a 1�3 interference coupler and (B) multimodal field distribution.
6.7.4 SILICON PHOTONICS
Integrated silicon photonic circuits known as silicon photonics is now widely accepted as a key tech-

nology for the next-generation communication systems and networks (Chrostowski and Hochberg,

2015; Shoji et al., 2002). Compared to other material platforms, a distinctive advantage of silicon
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photonics is the ability to use CMOS fabrication technology (so-called CMOS compatible) so that pho-

tonic circuits can be monolithically integrated with CMOS electronic circuits, and thus be produced in

high volume at low cost.
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FIG. 6.7.14

(A) SOI wafer layer structure and (B) top layer of the wafer is etched into optical waveguide of width W and

thickness T. Silicon-wire waveguide is defined when g¼0, and silicon-rib waveguide is defined when T>g>0.
Integrated silicon photonic circuits are usually fabricated on standard SOI wafer as shown in

Fig. 6.7.14A. The SOI wafer has a SiO2 layer sandwiched between a silicon substrate and a

thin silicon core layer on top. The bottom silicon substrate serves as a mechanical support in this struc-

ture, and the SiO2, known as the buried oxide (BOX), layer with a lower index than silicon is a lower

cladding which isolates the core layer from the substrate. The thickness of the BOX layer has to be

much larger than the signal wavelength so that evanescent wave of the optical signal in the waveguide

does not penetrate into the silicon substrate. Optical waveguides can be made by photolithography and

etching as shown in Fig. 6.7.14B, and the waveguide thickness T is determined by the thickness of the

top silicon layer, which is usually a few hundred nanometers. The most used SOI wafer has the top-

layer thickness of 220nm, which has been suggested in an effort to standardize the fabrication process.

Although the thickness of the waveguide, T, cannot be changed across the entire wafer, the width,W, of

the waveguide can be much flexible which can be set by optical circuit design and fabrication through

photolithography. For the waveguide structure shown in Fig. 6.7.14B, the top silicon layer is not

completely etched out on both sides of the waveguide core and the residual thickness is g. For
g¼0, the waveguide is usually referred to as wire waveguide, whereas for T> g > 0 the waveguide

is generally referred to as rib waveguide. Finally, an upper-cladding layer, also based on the SiO2 ma-

terial, is deposited on top of the silicon waveguide as shown in Fig. 6.7.14C.

As the refractive index of silicon in the 1550-nmwavelength region is known, the effective index nc
of a silicon wire waveguide, which depends on the cross-section width and thickness, can be calculated.

Fig. 6.7.15A shows the effective index nc of the fundamental mode E11 and the second-order mode

E21 as the function of core width W for a fixed core thickness T¼220nm. It also shows the derivative
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dnc/dW of the fundamental mode on the right y-axis which indicates the sensitivity of effective index

against the small change of waveguide width that may be caused due to fabrication errors or waveguide

wall roughness. Similarly Fig. 6.7.15B shows the effective index nc and its derivative as the function of
core thickness T for a fixed core width W¼500nm.
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FIG. 6.7.15

Effective index (left y-axis) and its derivative (right y-axis) for a silicon wire waveguide. (A) As the function of core

width W with a fixed thickness T¼220nm and (B) as the function of core thickness T with a fixed width

W¼500nm (Okamoto, 2014).
As the refractive index of the silica under cladding layer of the waveguide is approximately 1.5, the

cutoff condition can be found from Fig. 6.7.15 with nc>1.5 for the E11 mode so that it can be supported,

and nc�1.5 for the E21 mode so that it is attenuated. For the standard 220nm thickness of the silicon core

layer, the width of the waveguide has to be narrower than 500nm so that the E21 mode is not supported.

Thanks to the high-index difference between the core and the cladding, optical field concentration

in the core of the silicon wire waveguide is much tighter than in silica-based optical waveguides. The

minimally allowable bending radius, on the order of a few micrometers for silicon wire waveguides, is

also much smaller than that of silica waveguides which is typically a fewmillimeters. Thus, footprint of

integrated silicon photonic circuits on the SOI wafer can be several orders of magnitude smaller than

silica-based PLC.

However, small waveguide cross sections of silicon wire waveguides pose stringent requirements

on the wafer thickness uniformity and fabrication precision. In addition, small waveguide cross section

also makes it difficult for optical coupling from and into optical fibers with a 9-μm cross-section di-

ameter. One way to enlarge silicon waveguide cross section while maintaining single-mode condition

is to use rib waveguide as shown in Fig. 6.7.14Bwith g>0. A silicon-rib waveguide can be single mode

when W=T< 0:3 + g=Tð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� g=Tð Þ2

q
and 0.5�g/T<1 (Okamoto, 2014). As an example, single-

mode operation will be maintained for a silicon-rib waveguide with cross-section parameters

T¼W¼3μm and g¼1.8mm. This large silicon waveguide cross section helps optical coupling with

optical fibers, and greatly relaxes fabrication tolerance, as dnc/dW�5.5�10�3μm�1which is three or-

ders of magnitude lower than that of a silicon-wire waveguide shown in Fig. 6.7.15. However, the min-

imally allowed bending radius is also increased by about three orders of magnitude so that the footprint

of the optical circuit can become much larger, and thus, silicon-rib waveguides are rarely used in prac-

tical silicon photonic circuits.
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Mode field mismatch between a single-mode optical fiber and the high-index-contrast silicon

wire waveguide makes it difficult to couple light in and out of a silicon photonic chip. A number

of techniques have been used to improve the coupling efficiency (Carroll et al., 2016), including

tapered fiber, tapered waveguide, and grating coupler, to name a few. Fig. 6.7.16A shows an edge-

coupling structure of optical coupling from a tapered fiber to tapered waveguide through a mode

converter. In this structure, the taper section of the waveguide is 100–300μm long which is em-

bedded in an integrated polymer or nitride-based spot-size converter. This spot-size converter in-

creases the effective mode field diameter of the silicon waveguide to approximately 3�3μm, so

that a good modal overlap can be achieved with a tapered optical fiber (Shoji et al., 2002; Pu

et al., 2010).
FIG. 6.7.16

(A) Edge-coupling structure of optical coupling from a tapered fiber to tapered waveguide through a mode

converter and (B) grating based out-of-plane coupling (Carroll et al., 2016).
Fig. 6.7.16B shows the configuration of grating based out-of-plane coupling, where a sub-μm
periodic structure is lithographically etched into the waveguide layer to create a coherent interfer-

ence condition that diffractively couples the fiber mode into the silicon waveguide (Lee et al.,

2016). The peak coupling wavelength λp can be found as: λp¼P(ne�nocosθ), where P is the pitch

of the trenches, ne is the effective index of the grating-coupler region, no is the index of the oxide-

layer, and θ is the incidence angle of the fiber. The value of ne is determined by the etch depth and

duty cycle of the trenches, as well as the polarization of the fiber mode (Van Laere et al., 2007;

Roelkens et al., 2011). Typically, a near-normal angle-of-incidence θ�10° is used, to minimize

back reflections into the fiber.
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6.8 OPTICAL SWITCHES
Optical switching is a basic functionality needed in most optical communication systems and networks. An

optical switch can be considered as an optical directional coupler but with binary splitting ratio which is de-

terminedbyacontrol signal. Fig. 6.8.1compares a1�2optical directional coupler anda1�2optical switch.

Ideally without considering excess loss, both a directional coupler and a switch should be energy conserved

with (Pout,1+Pout,2)¼Pin. For a directional coupler, power-splitting ratio η¼P2/P3 is often a fixed value de-

termined by coupler design, while a switch operates in one of the two binary states, Pout,1¼Pin (with

Pout,2¼0) and Pout,2¼Pin (with Pout,1¼0), depending on the control signal. Practically, an optical switch

has both insertion loss and cross talk. For a simplest 1�2 optical switch, insertion losses are defined by

α1¼Pout, 1/Pin and α2¼Pout, 2/Pin for the output ports 1 and 2 switched to the on state. Correspondingly,

the extinction (on/off) ratio, is defined by β1¼Pout, 1/Pout, 2or β2¼Pout, 2/Pout, 1, respectively, for the two

states. Extinction ratio is also often referred to as cross talk.
Pin 

Pout,1 

Pout,2 

Pin 

Control signal 

Pout,1

Pout,2

(A) (B)

FIG. 6.8.1

Comparison between a 1�2 optical directional coupler (A) and a 1�2 optical switch (B).
For a high-quality switch, the insertion loss should be less than 0.5dB and the extinction ration should

be higher than 30dB within the specified spectral bandwidth. Other parameters of an optical switch in-

clude switching speed, back reflectivity, PMD, PDL, maximum optical power that the switch can handle,

and the lifetime which specifies the maximum number of switching cycles the device can be used for.

These parameters depend on the type of the switch, thematerial platform, and the port count of the switch.
6.8.1 TYPES OF OPTICAL SWITCHES
Various technologies have been used to make optical switches for different applications, which include

semiconductor, electro-optic, liquid crystal, AO, and micro-electro-mechanical systems (MEMS).

Each technology may have its unique advantages and disadvantages, and thus selecting the type of

optical switch should fit to the specific application that will be used for. In general, semiconductor

or electro-optic switches are used in situations where nanosecond-level switching time is needed,

but they are usually expensive and with higher losses. An AO switch can have a switching time on

the order of sub-microsecond, but it is relatively bulky. Liquid crystal-based optical switches can

be miniaturized and made into arrays with low loss and minimum cross talk, but the speed of a liquid

crystal switch is typically on the orders of milliseconds or sub-millisecond. With the rapid advance in

micro- and nano-fabrication techniques, MEMS-based optical switches have become highly reliable,

with large port counts, and low insertion loss, which enabled large-scale optical circuit switching for

network applications. As optical signals are switched by mechanical actuators in MEMS, the switching

time is typically on the millisecond level. With that said, faster MEMS switches, with microsecond-

level switching time, have been reported by further reducing the masses of the moving parts. Now, let

us discuss each of these optical switching devices with more details.
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FIG. 6.8.2

Illustration of a 1�2 optical switch based on the EA modulators.
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Semiconductor-based optical switches can be made with electro-absorption (EA) or optical interfer-

ence, similar to themechanisms ofmaking electro-optic modulators which will be discussed in Chapter 7.

In principle, a 1�2 optical switch can bemade by using a 3-dB optical coupler and two EAmodulators as

shown in Fig. 6.8.2. The input optical signal can be switched to the desired output port by minimizing the

absorption of the EA modulator at that port and maximizing the EA absorption at that other port through

the control of voltage signals V1(t) and V2(t). The switching time is determined by the modulation speed

of the EAmodulators, which can be on the order of sub-nanosecond. However, this optical switch suffers

3-dB splitting loss in addition to the insertion loss of each EA.

Amore sophisticated solution is to utilize controllable vertical optical coupling (VOC) between two

waveguides, one on top of the other, through evanescent waves. As illustrated in Fig. 6.8.3A, energy
neffective,1

neffective,2

I(t) Pin

Pout,1  Pin

Pout,2=0 Pin Pout,2  Pin

Pout,1=0 
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2 

3 
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1 2 3 4 
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(A) (B)
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FIG. 6.8.3

(A) Illustration of evanescent-mode coupling between two optical waveguides, (B) optical switching based on the

controllable vertical optical coupling (VOC) between two straight waveguides, (C) a 4�4 optical switch fabric

based on VOC, and (D) optical loss between different input/output port pairs as the function of injection current

into the VOC structure (Chen et al., 2015).
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transfer between two parallel optical waveguides through evanescent wave coupling depends on their

spatial separation and the mismatch between their effective refractive indices. As both of these wave-

guides are made by semiconductor materials, their differential refractive index can be controlled by

carrier injection into the top waveguide through an electrode, and thus, the efficiency of energy cou-

pling between them can be electrically controlled.

This electrically controlled VOC has been demonstrated to make optical switches with the basic

coupling structure shown in Fig. 6.8.3B where the top waveguide is bent by 90 degree. If the top

and the bottom waveguides have matched indices, the VOC is able to couple the optical signal from

the input waveguide to the waveguide perpendicular to it through the junction. The left part of

Fig. 6.8.3B shows that for the through state without effective VOC, the input optical power propagates
through the straight optical waveguide and exits from output port 1 so that Pout,1�Pin. No power is

coupled into the perpendicular waveguide, that is, Pout,2�0. In the cross state shown on the right side

of Fig. 6.8.3B, the effective VOC redirects the input optical signal to output port 2 so that Pout,2�Pin

and Pout,1�0. Fig. 6.8.3D shows the optical transmission loss between different input/output port pairs

as the function of the injection current on the VOC nodes (Chen et al., 2015; Chi et al., 2006). This was

measured on a 4�4 optical switch made with VOC as illustrated in Fig. 6.8.3C. The switching time was

measured to be less than 10ns so that this device can be suitable for the applications in packet-switched

optical networks.

Optical switching can also be realized by using an interferometer configuration as shown in

Fig. 6.8.4. This MZI configuration is similar to that used to make frequency interleavers in

Section 6.2, and electro-optic modulators which will be discussed in Chapter 7.
Coupler 1 Coupler 2 

Pin,1

Pin,2

Pout,1

Pout,2

Phase control 

V(t)

FIG. 6.8.4

2�2 optical switch made by a Mach-Zehnder interferometer structure.
Similar to Eqs. (6.2.6) and (6.2.7), the power transfer functions of the MZI shown in Fig. 6.8.4 are

T11 ¼Pout,1

Pin,1
¼ sin2 φ0 λð Þ+ δφ tð Þ½ 
 (6.8.1a)

T12 ¼Pout,2

Pin,1
¼ cos2 φ0 λð Þ + δφ tð Þ½ 
 (6.8.1b)

T21 ¼Pout,1

Pin,2
¼ cos2 φ0 λð Þ + δφ tð Þ½ 
 (6.8.1c)

T22 ¼Pout,2

Pin,2
¼ sin2 φ0 λð Þ+ δφ tð Þ½ 
 (6.8.1d)
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with φ0(λ)¼nπΔL/λ and δφ(t)¼πV(t)/(2Vπ), where n is the refractive index of both waveguides assum-

ing they are the same,ΔL is the differential length of the two arms, Vπ is defined as the voltage required

to create a π optical phase change in one of the twoMZI arms, which depends on the EO efficiency, and

V(t) is the applied voltage.

In general, the transfer functions of the MZI are wavelength dependent, which allows the selection

of wavelength components in applications such as frequency interleaver. For the application as a broad-

band optical switch, ϕ0(λ) needs to be minimized by making the interferometer as symmetric as pos-

sible so that ΔL�0. The 2�2 optical switch made from an MZI structure can only have two states,

cross and bar, as shown in Fig. 6.8.5A and B, respectively. The only limitation is that the two inputs

cannot be routed into the same output port.

Using the 2�2 optical switch as the basic building block, larger non-blocking cross-connect switch

fabrics can be built. Base on Benes network arrangements, a network with 2N input ports can be con-

structed with [2log2(2N)�1]N units of 2�2 switches arranged in 2log2(2N)�1 stages with N switches

in each stage. Fig. 6.8.5C and D shows 4�4 (N¼2) and 8�8 (N¼4) cross-connect switches using 6

and 20 2�2 switches, respectively.
Pin,1

Pin,2

Pout,1= Pin,1

Pout,2= Pin,2

Pin,1

Pin,2

Pout,1= Pin,2

Pout,2= Pin,1

(A) (B)

(C) (D)

FIG. 6.8.5

Cross (A) and bar (B) states of a 2�2 optical switch. 4�4 (C) and 8�8 (D) non-block switch architecture using

2�2 optical switches as building blocks.
Optical switches based on the MZI structure require optical materials with high enough electro-

optic coefficient for efficient switching control with an electrical signal. LiNbO3 is an efficient

electro-optic material commonly used for high-speed optical modulators. However, integrating a

large number of MZI structures to make switches with large port counts is quite challenging. In-

tegrated silicon photonic circuits have been used to make optical switches based on the MZI struc-

ture. A PIN-junction built into each arm of the interferometer allows fast electro-optic modulation

by changing the control voltage. A switching time of approximately 3ns has been achieved with

this technique (Lu et al., 2016) for a 16�16 cross-connect switch on a single SOI chip.

The major advantage of optical switches built on PLCs, including evanescent coupling in semicon-

ductor waveguides and electro-optic modulation on the MZI structure, is the fast switching time on the

nanosecond level, which is suitable for applications in packet-switched optical networks. However,
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these devices are usually polarization dependent, and with relatively high insertion loss. The extinction

ratio is also relatively low which may allow cross talk to build up in a large-scale switch fabric. In

addition, switches based on the MZI structure tend to be temperature sensitive and thus monitoring

and feedback control is needed to stabilize the operation points (Qiao et al., 2017).

AO switch is based on the interaction between the optical signal and an acoustic wave. AOFs and

modulators have been discussed in Section 6.5. An AO switch is similar to an AO modulator but with

both of the first-order and the zeroth-order output beams utilized as illustrated in Fig. 6.8.6. In this

configuration, the RF source driving the piezoelectric transducer is switched on and off by a binary

control signal. When the connection of the RF source is switched off, the input optical beam passes

through the AO crystal in the direction of the zeroth-order beam so that Pout,1�Pin and Pout,2¼0.When

the connection of the RF source is switched on, Bragg gratings created by the acoustic wave diffracts

the input beam into the direction of the first-order diffraction at the output, so that Pout,2�Pin and

Pout,1�0. In Fig. 6.8.6, the Bragg grating created by the acoustic wave has a grating constant

Λ¼va/F, with F the frequency of the RF source. As discussed in Section 6.5, the switch time is deter-

mined by the optical beam diameter, as well as the velocity va of the acoustic wave propagating in the
AO crystal, which is typically on the orders of 10s of nanoseconds to sub-microsecond.
Piezoelectric 
transducer

Pin

RF source

Absorber

Acoustic 
wave

BinarySwitch

Input fiber

Output fiber

Pout,2

Pout,10th order

1st order

Acousto-optic 
crystal

FIG. 6.8.6

Illustration of a 1�2 acousto-optic switch.
The major advantages of AO switch are the relatively fast switching speed, the insensitivity to

the SOP of the optical signal, and the high extinction ratio of usually more than 50 dB. However,

an AO switch is generally bulky and power inefficient because the need of an RF driving source.

Integrating multiple 1�2 AO switches into a large switching matrix is also challenging.

Liquid crystal is another optical material whose optical property can be controlled by an electric

voltage signal, and thus liquid crystals have been used to make optical modulators and switches.

The most important and unique property of liquid crystal is that the orientation of the long molecules
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FIG. 6.8.7

Illustration of molecular orientations of nematic-type liquid crystals: (A) homogenous and (B) homeotropic.
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can be altered by relatively low amplitudes of electric or magnetic fields. This allows the electronic

control of the birefringence which can be utilized to make tunable optical components for a wide range

of applications from optical communications to flat screen TV display.

The name of liquid crystal suggests that it is a liquid, and thus has to be placed inside containers or
cells. Otherwise it would flow away. To a large extent, the property of the cell wall inner surface

determines the molecular orientation of the liquid crystal without the application of an external elec-

tric or magnetic field. The surface of cell inner wall is usually coated with a thin layer of polymers,

such as polyvinyl alcohol, on which microscopic structures can be patterned. Fig. 6.8.7 shows two

basic types of molecular orientations of liquid crystal contained in cells. In Fig. 6.8.7A, molecules are

aligned parallel to the surface, which is known as homogenous. This can be obtained when the cell

wall inner surface is printed with fine-structured parallel groves. These parallel groves help anchor

the molecules and align them in the same direction. In Fig. 6.8.7B, molecules are aligned perpen-

dicular to the surface, which is known as homeotropic. This can be obtained by chemically treating

the inner surface of the cell wall with a coupling agent so that one end of the molecules can be an-

chored on it. This also helps align all other molecules which are not on the wall to the same direction

perpendicular to the cell wall.

The alignment of these long molecules in a liquid crystal can easily introduce strong birefrin-

gence. Typically when the polarization direction of an optical signal is the same as that of the

aligned molecules, the optical signal sees a higher refractive index. Otherwise, if the polarization

of the optical signal is perpendicular to the molecular direction, the optical signal sees a lower re-

fractive index. This is commonly known as positive birefringence with ne>no.
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(A) A homogenous liquid crystal cell without an applied electric voltage. Light beam is input from the left. (B) A

voltage is applied on transparent electrodes across the liquid crystal cell, and molecules are aligned with the

electric field.
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Now if a an electric field is applied across a liquid crystal cell, the molecular orientation of

liquid crystal will be forced to align with the direction of the applied field. This can change the

refractive index or birefringence seen by a polarized light. As shown in Fig. 6.8.8A for a homog-

enous liquid crystal with molecules aligned in the vertical directions, if the input optical beam is

also polarized in the vertical direction, the effective refractive index ne seen by the optical signal

is high. When a voltage is applied between the two transparent electrodes, it creates an electric

field in the horizontal direction. This electric field forces liquid crystal molecules to rotate to the

horizontal direction as shown in Fig. 6.8.8B, and thus effective refractive index seen by the ver-

tically polarized input optical field is reduced to no, which is smaller than ne. This can be used

to make an optical phase modulator. If the optical path length inside the liquid crystal cell

is W, phase change of the optical signal with wavelength λ caused by the modulation is

Δϕ¼2πW(ne�no)/λ.
Alternatively, if the input optical beam is not polarized in the same direction as the molecules, the

birefringence of this liquid crystal cell will create polarization rotation of the optical signal. For exam-

ple, a half-wave plate corresponds to the cell thickness ofW¼λ/2(ne�no). When the voltage is applied

on the transparent electrodes as shown in Fig. 6.8.8B, the birefringence of the liquid crystal cell will be

reduced to zero with the refractive index n¼no. This can be used to make tunable wave plates in optical

systems.
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FIG. 6.8.9

(A) Twisted nematic liquid crystal for polarization rotation of optical signal and (B) molecular orientation is aligned

with applied electric field so that no polarization rotation is introduced.
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Another often used wave plate is based on the twisted nematic (TN) liquid crystal as illustrated in

Fig. 6.8.9A. A TN liquid crystal is similar to the homogeneous liquid crystal shown in Fig. 6.8.7A, but

surface line structures on the opposite cell inner walls are orientated in different directions. In the ex-

ample shown in Fig. 6.8.9A, the orientations of liquid crystal molecules twist gradually for 90 degree

from one side to the other to meet the orientations of the cell walls. The twist of the molecular orien-

tation can introduce rotation of the optical signal. Consider that the optical signal incident from the left

side is linearly polarized in the horizontal direction which matches to the orientation of liquid crystal

molecules near the left wall. Traveling inside the liquid crystal cell, the polarization of the optical signal

will gradually rotate following the rotation of molecules, and exit from the right side wall vertically

polarized as shown in Fig. 6.8.9A. This output signal can pass the polarizer on the right side with

minimum loss.

When an electric voltage is applied as shown in Fig. 6.8.9B, all liquid crystal molecules are aligned

with the electric field and the input optical signal sees an isotropic medium without birefringence.

Thus, the polarization orientation of the incident optical signal remains horizontal and is blocked

by the polarizer on the right side.
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FIG. 6.8.10

(A) Polymer-dispersed liquid crystal (PDLC) cell without electric biasing, and microdroplets introduce strong

scattering of input light, and (B) with the application of electric biasing, light scattering is minimized because of the

index match between droplets and surrounding polymer material.
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The inconvenience of homogenous and twisted liquid crystals shown in Figs. 6.8.8 and 6.8.9 is that

they both relay on polarized optical signal at the input. If the input optical signal is unpolarized, a polar-

izer has to be added in front of the liquid crystal cell. Another technique based on the polymer-dispersed

liquid crystal (PDLC) is able to operate with unpolarized optical signal. PDLC is made from liquid

crystal microdroplets which are imbedded into polymer. The refractive index npol of the polymer is

equal to no of the liquid crystal, but npol<ne. The sizes of these microdroplets are on the order of

1μmwhich is similar to the wavelength of the optical signal. As shown in Fig. 6.8.10A, without electric

biasing these liquid crystal microdroplets are randomly oriented with the refractive indices seen by the

incident optical signal statistically higher than the surrounding polymer. In this case, the optical signal

is scattered by these microdroplets through the well-known Mie scattering mechanism, which intro-

duces strong optical attenuation. With an electric biasing voltage applied as shown in Fig. 6.8.10B,

liquid crystal molecular orientation of these microdroplets is aligned by the applied electric field in

the propagation direction of the optical signal. Thus, the refractive index of these liquid crystal micro-

droplets seen by the optical signal becomes no, which is equal to the refractive index of the surrounding
polymer npol, and the cell suddenly becomes transparent without scattering. This technique has been

widely used to make flat TV screens with display pixels made by arrays of small PDLC cells, as shown

in Fig. 6.8.11A, where the optical loss of each pixel can be individually addressed electrically so that

images can be displayed. For fiber-optic applications, a PDLC cell can be inserted between two fibers,

as shown in Fig. 6.8.11B, and the insertion loss can be adjusted by an electric voltage V(t) applied on the
transparent electrodes.

Configurations discussed so far for liquid crystal devices include optical phase modulation

and intensity modulation on optical signals. A 1�2 optical switch, on the other hand, should

be able to redirect the input optical beam to one of the two outputs. There are a number of ways

to make optical switches based on liquid crystals. Here, we discuss an example of 1�2 optical

switch based on total reflection on the surface of a liquid crystal cell as shown in Fig. 6.8.12. As

illustrated in Fig. 6.8.12A, an optical beam is launched onto a homogeneous liquid crystal cell
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FIG. 6.8.11

Illustration of (A) liquid crystal display and (B) variable fiber-optic attenuator based on the liquid crystal inserted

between fibers.
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with an angle θi with respect to its surface normal. The input optical signal is polarized horizon-

tally which is aligned with the orientation of liquid crystal molecules, and thus the optical signal

sees a refractive index n¼ne of the liquid crystal. Assume that the refractive index of the trans-

parent electrodes is nito, with ne�nito, there is no reflection at the interface, so that PT�Pin and

PR�0 as illustrated by the inset between (A) and (B) in Fig. 6.8.12. When an electric voltage is

applied between the two transparent electrodes, the electric field forces liquid crystal molecules

to align in the direction perpendicular to the electrodes, and these molecules are also perpendic-

ular with respect to the polarization of the input optical signal. Then, the optical signal sees a

lower index no of the liquid crystal with no<nito. Total reflection can be achieved at the liquid

crystal interface if the incidence angle is larger than the critical angle, as defined by Eq. (2.2.14),

that is, θi� sin�1(no/nito). In this switching state, PR�Pin and PT�0.
(A) (B)

FIG. 6.8.12

1�2 optical switch based on the total internal reflection of a liquid crystal cell without (A) and with (B) electric

biasing.
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Using the 1�2 optical switches as building blocks, large-scale optical switch fabrics can be constructed.

Fig. 6.8.13 shows two examples of multi-port optical switches. Fig. 6.8.13A is an 8�8 optical circuit

switch, where optical signals from eight input fibers are collimated and launched onto an array of total-

reflection liquid crystal cells. The electric voltage applied on each liquid crystal cell is individually con-

trolled to determine the switching state (pass or reflection) as described in Fig. 6.8.12. Light beam from each

input fiber can be switched to output 1 or output 2 depending on the electrical signal from the switch control.

This spatial switch is wavelength independent, and each fiber port can carry multiple wavelength channels.

Fig. 6.8.13B shows the configuration of a 1�2 wavelength-selective switch, known asWSS. In this

configuration, multiple wavelength channels carried by the input fiber are first spatially separated by a

reflective grating and a collimating lens. Then, each wavelength channel is projected onto a liquid crys-

tal cell which performs pass or reflection operation as described in Fig. 6.8.13. All wavelength channels
at the output side are combined and focused into the output fiber. A WSS can selectively route any

wavelength channel to either one of the two output fibers depending on the switch control.
(A) (B)

FIG. 6.8.13

(A) Space optical switch and (B) wavelength-selective switch (WSS) based on the liquid crystal arrays.
Optical switches based on the liquid crystals can be low cost and highly efficient. The switching

speed is typically on the sub-millisecond level, and there is no mechanically moving part involved for

switching so that the devices are quite reliable. However, free-space optics is usually needed for col-

limating and focusing of optical signals into liquid crystal cells, so that the device size cannot be suf-

ficiency miniaturized, especially when the port count is high. The electric voltage required to control a

liquid crystal device is usually a few tens of volts.

Mechanical switch is another technique that has been used tomake optical switches for many years. It

is well known that the direction of a light beam reflected from a mirror can be changes by steering the

angle of the mirror. With rapid advances in material science and micro/nano-fabrication technologies,

micro-electro-mechanical systems (MEMS) have been introduced. MEMS technology enabled the fab-

rication of complex mechanical systems with very small sizes and electrically controllable. A large num-

ber of small mirrors can bemade into an array on a small chip, and eachmirror can be steered by electrical

actuation. Fig. 6.8.14A shows an example of a MEMS mirror array made by the Lucent Technologies

(Lucent LambdaRouter) in early 2000 (Bishop et al., 2002). Each mirror in the array, as shown in

Fig. 6.8.14B, can scan around the two principle axes, so that a light beam reflected by a MEMS mirror

can be scanned in both the horizontal and the vertical directions. The scan angle on each axis is about�6

degree, and the diameter of eachmirror is on the order of a few hundred micrometers. Fig. 6.8.14C shows
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a configuration of free-space optical switch based on two sets of MEMS mirror arrays. Optical signal

from each input optical fiber is collimated onto a micro-mirror in the input mirror array. It can be directed

to a targetmirror in the output mirror array through adjusting the tilting angle θ. A fixed concavemirror is

used between the two sets of MEMS so that light beams launched onto the output mirror array are mostly

parallel, which helps reducing the requirement of mirror tilt. Then, the light beam is coupled into the

desired output fiber port through an array of output collimators (Kawajiri et al., 2012).
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FIG. 6.8.14

(A) Image of MEMS array, (B) image of one mirror in the array with tilt (Bishop et al., 2002), and (C) optical

configuration of MEMS switch.
Fig. 6.8.15 shows the three-dimensional (3D) architecture of a 512�512 MEMS optical switch

module, which uses four 128�128 MEMS chips to construct each 512�512 mirror array

(Kawajiri et al., 2012), and a picture of 128�128 MEMS chip is shown on the right of the figure. This

makes MEMS-based optical switches scalable.
FIG. 6.8.15

Optical configuration of a 512�512 port 3D MEMS optical switch module. Picture on the right is a 128�128

MEMS chip (Kawajiri et al., 2012).
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The MEMS chip shown in Fig. 6.8.15 has relatively large mirror size with a mirror diameter on the

order of a few hundred micrometers to ensure negligible impacts of diffraction limit and low cross talk

in fiber coupling. However, large size mirrors not only make the switch bulkier, but also reduce the

switching speed due to the large mass of each mirror. Thus, the switching time of a typical MEMS-

based optical switch is on the order of milliseconds.

Another type of MEMS-based mirror arrays, known as Digital Micromirror Device (DMD) (Van

Kessel et al., 1998), developed for image projectors have much higher densities and filling factors of

mirrors as shown in Fig. 6.8.16A. This is also known as the Digital Light Processing (DLP) technology

which was first developed by the Texas Instruments. For example, a standard DMD (TI DLP660TE)

made for image projector application has the mirror size on the order of 5.4μm with less than 0.1μm
gap between adjacent mirrors. The number of mirrors on a MEMS chip is more than 3 million arranged

in a 2D 2176�1528 array with an active chip area of 8.25�14.67mm2. The switch operation is binary

with the tilt angle of each mirror either 0 or�17 degree depending on the control signal state, as shown

in Fig. 6.8 16B. Because of the small size and mass of each mirror, the switch time of DMD can be quite

fast on the order of microseconds. Inside a projector, each mirror represents an image pixel which can

either be “off” or “on” represented by tilt or non-tilt, so that moving pictures can be created when a

broad light beam is reflected off the DMD and projected onto a screen.

When DMD is used for fiber-optic systems and networks, interference between light reflected from

different mirrors has to be considered because of the small mirror size and the monochromatic nature of

the optical signal. As the pitch size of DMD is only a few micrometers which is on the same order of

magnitude of an optical wavelength, this 2D array with a large number of mirrors can operate just like

an optical grating but with the angle of grooves switchable.
5.4µm 

(A) (B)

FIG. 6.8.16

Images of MEMS-based DMD. (A) A packaged DMD chip with 5.4μm pitch of micro-mirrors made by Texas

Instruments and (B) zoomed-in image of tilt micro-mirror. (B) Used with permission from Dr. Larry Hornbeck.
Assume that a collimated light beam is launched onto the surface of a DMDwith an incidence angle

θi with respect to the plane normal as shown in Fig. 6.8.17, and the mirror is tilt at an angle θt with
respect to the plane normal. Based on the grating equation, the maximum power is diffracted by

the grating at an exit angle θr defined by

d sinθr� sinθið Þ¼mλ (6.8.2)
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where θr is the angle of the diffracted beam with respect to the plane normal, d is the pitch of the mirror

array, λ is the signal wavelength, and m is an integer. Meanwhile, the maximum reflectivity of each

mirror corresponds to the blaze angle determined by θr�θt¼θi+θt, at which the input and the output

are symmetric with respect to the surface normal of the mirror. When the grating condition overlaps

with the blaze condition, the diffractive beam has the maximum intensity.
FIG

Illu
EXAMPLE
For a DMD with pitch d¼5.4μm and mirror tilt angle θt¼17 degree mirror tilt angle, and assume the signal wavelength is

λ¼1550nm.What is the incidence angle at which the first-order (m¼1) grating condition overlaps the mirror blaze angle?

Solution
Based on the grating Eq. (6.8.2), and mirror glazing condition θr¼θi+2θt, we find the incidence angle which satisfies:

sin(θi+2θt)� sinθi¼λ/d, where m¼1 is assumed. Insert parameters d¼5.4μm, θt¼17 degree, and λ¼1.55μm, the solu-

tion can be found numerically as θi�43.6 degree and θr�77.6 degree.
In the example discussed above, if the mirrors tilt angle is switched to θt¼0 degree, then the mirror

blazing condition will be switched to a diffraction angle of θr¼43.6 degree, and the diffraction effi-

ciency at θr�77.6 degree will become very small.
. 6.8.17

stration of diffraction angles of a grating.
An optical switch can be made by switching the tilt angle of mirrors, on and off, so that the output

beam can be switched to different directions as illustrated in Fig. 6.8.18. Multiple input beams can be

switched independently each using a separate area on the DMD surface. Because the mirror switch is

binary, each output beam can only be switched between two discrete angles, and this simple design

cannot provide any-to-any optical switch capability.

A more sophisticated design of optical switch takes advantage of the high mirror density of DMD,

and use the DMD as a high-resolution spatial light modulator.When optical signal from an input fiber is

launched onto a DMD, the diffraction pattern is determined by the black and white image (reflectivity

profile) on the DMD consisting of a large number of small mirrors. By loading the computer-calculated
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images, known as holograms, into the DMD, its diffraction patterns can be precisely determined. This

allows the input fiber port to be imaged onto a plane with an array of output fiber, and the switch of

input optical signal to different output fiber ports can be accomplished be loading different holograms

on the DMD (Lynn et al., 2013). A 7�7 DMD-based diffractive switch with fiber pigtails has been

demonstrated (Miles et al., 2015).
Output 1 

DMD 

Output 2 

Input 

FIG. 6.8.18

Optical 1�2 switch uses an area on a DMD.
MEMS optical switch can also be based on the mechanical switch of optical coupling between wave-

guides. Because of the improved optical confinement, waveguide-based optical switches can be made

much smaller than those made by switching mirrors based on the free-space optics. Because the coupling

between waveguide is sensitive to their positions and alignments, a very smaller mechanical change can

be sufficient to introduce optical switching with high extinction ratio. There are various different optical

switching techniques based on the mechanical control of waveguide alignments (Ollier, 2002).

Fig. 6.8.19 shows an example of a MEMS-based guided wave optical crossbar switch fabricated on sil-

icon (Han et al., 2015). In this example, the switch has 50 input ports, 50 through ports, and 50 drop ports

to be able to route optical signals to different directions with a total of 2500 MEMS cantilever switches.

Fig. 6.8.19A shows the configuration of a single MEMS cantilever and the crossing optical waveguides.

When the cantilever is pulled up by an electrostatic force from the plane of the crossing waveguides as

shown in Fig. 6.8.19B, there is no optical coupling between the input optical waveguide and the wave-

guide in the cantilever. Thus, the input optical signal stays in the straight optical waveguide through the

crossing point with minimum loss. Note that there is no optical coupling between two orthogonal wave-

guides at the crossing point. This is defined as the through state. When the electrostatic force is removed

and the cantilever drops down to the same plane as the crossing waveguides, two directional optical cou-

plers are formed between the curved waveguide in the cantilever and the crossing waveguides as shown

in Fig. 6.8.19C. By carefully designing the length of the coupling region of the directional couplers (α¼1

as defined by Eq. 6.1.1), the input optical signal is completely coupled to the orthogonal waveguide

through the two couplers and the cantilever. This is defined as the drop state.
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FIG. 6.8.19

Optical switch made with switchable waveguide coupling through a MEMS cantilever (Han et al., 2015). (A) A

switch point configuration, (B) and (C) through and drop states, and (D) SEM images of fabricated MEMS

switch array.
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The waveguide cross-section size on this MEMS switch is 350�220nm, which is typical of inte-

grated silicon photonic circuits-based SOI platform. A small vertical offset, on the order of 200nm, of

the waveguide in the cantilever can completely switch the coupling coefficient α of the directional cou-
plers from 1 to 0. Because the MEMS-actuated cantilevers are small with very low mass, the switching

time of this device can be on the microseconds level which is fast enough for many circuit-switched

optical network applications. Fig. 6.8.19D–F shows the scanning electron microscope (SEM) images of

the fabricated switching chip and the size of the cantilever.

For the application in optical networks, Fig. 6.8.20 shows the schematic of crossbar switch and add/

drop multiplexing with N input and N output ports (N¼6 in this figure) arranged in an orthogonal grid.

By lifting the cantilever, the corresponding waveguide crossing point does not allow optical coupling

between the horizontal and the vertical waveguides, and thus light stays in the straight waveguide and

passes through the cross-point. By drop the cantilever down to the waveguide plane, light at the cor-

responding crossing node can be coupled from the horizontal waveguide to the vertical waveguide and

be redirected to the desired output port through a pair of directional couplers. This provides any-to-any

crossbar switch capability.
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FIG. 6.8.20

Crossbar optical switch architecture. T: through state and D: drop state.
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For the example shown in Fig. 6.8.20, the signals from input ports [1, 2, 3, 4, 5, 6] are switched to

output ports [3, 1, 6, 5, 4, 2]. This any-to-any optical cross-connect switch capability is a highly de-

sirable functionality for optical networks.
6.9 SUMMARY
In this chapter, we have discussed a number of basic passive optical components including directional

couplers, optical interferometers, interleavers, FP optical filters, FBGs, WDMmultiplexers and demul-

tiplexers, and optical isolators and circulators. We have also introduced PLCs as an important platform

for photonic integration.

Optical splitting and combining based on the directional couplers are necessary to realize two-beam

optical interference in Mach-Zehnder or Michelson configurations. Such interferometers are com-

monly used to make electro-optic modulators, optical filters, and WDM channel interleavers.

A fiber-optic directional coupler can also be used as a tapper in an optical system which taps a small

amount of optical signal off for monitoring. Another category of optical interferometer is based on the

multi-beam interference, which includes FPI, ring resonator, and grating-based optical interferometers.

Because a large number of optical beams are involved in the interference process each having a dif-

ferent relative phase delay, frequency selectivity of the interferometer can be significantly improved

compared to a simple two-beam-based Mach-Zehnder configuration. In principle, the larger the num-

ber of beams involved in the interference process, the better the frequency selectivity that can be

achieved. For FPI and ring resonators, this requires low optical loss of each cavity round-trip. For a

planar diffractive grating, this requires either a large optical beam size or a high groove line density

on the grating. For a FBG, this requires increased grating section length while maintaining good uni-

formity of grating period. From an engineering design point of view, a proper trade-off has to be made

between the achievable performance and the complexity of the device.

Optical isolators and circulators are in the category of nonreciprocal devices in which the forward

and the backward optical paths have different characteristics. The nonreciprocity of these devices is

usually realized by the Faraday rotation which changes the SOP between the forward and backward
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paths. Birefringent optical materials are also used to spatially separate the positions of light beams po-

larized along the fast and the slow axes. An optical isolator is often necessary to be used at the output of

a coherent light source to prevent optical reflection which may compromise the state of laser operation.

The function of an optical circulator is to redirect the reflected optical signal to a different direction.

A typical example of optical circulator application is to use with FBG. As an FBG operates in the re-

flection mode to make a narrowband optical filter, an optical circulator is often necessary to redirect the

reflected optical signal to the output without suffering from the splitting and recombining loss of using

a directional coupler.

Although a variety of high-quality optical components can be made based on the free-space optics,

optical systems will benefit from integrating many photonic devices into small functional chips. Sim-

ilar to large-scale electronic integration which revolutionized the field of electronics and enabled many

new applications, photonic integration is a promising technology for photonics and fiber optics. PLC is

the major platform for photonic integration. The process of photolithography and etching allows the

fabrication of very complex photonic structures on a planar substrate. Several materials have been used

in PLC including silica, polymer, gallium-nitride (GaN), InP, and silicon. Silicon photonics has the

potential advantage of CMOS compatible. This means silicon photonic circuits can be fabricated on

the same substrate with CMOS electronics, and using the same fabrication techniques previously de-

veloped for CMOS electronics. So far almost all optical components can be fabricated with silicon

photonics except laser sources.

Optical switches are enabling components, which can also be considered as subsystems, for optical

networks. Various technologies have been used to make optical switches including semiconductor,

electro-optic, liquid crystal, AO, and MEMS. Semiconductor and electro-optic switches are used

in situations where nanosecond-level switching time is needed, but these devices are usually expensive

and with higher losses. An AO switch can have a switching time on the order of sub-microsecond, but it

is relatively bulky. Liquid crystal-based optical switches can be miniaturized and made into arrays with

low loss and minimum cross talk, but the speed of a liquid crystal switch is typically on the orders of

milliseconds or sub-millisecond. MEMS-based optical switches have become very popular because of

their high extinction ratio, wavelength transparency, and the potential of large port counts. Although

most MEMS optical switches operate at millisecond switching speed, fast MEMS switches with

microsecond-level switching time have been reported by further reducing the masses of the moving

parts. Each technology may have its unique advantages and disadvantages, and thus selecting the type

of optical switch should fit to the specific application that will be used in.
PROBLEMS
1. The data sheet of a 2�2 fiber directional coupler indicates that the power splitting ratio is 20%,

the excess loss is 0.5dB, and the directionality is �50dB.
P1 P3 

P4 P2 
If the input optical power is P1¼0.1mW, find the power values of P2, P3, and P5 as indicated

in the figure above.
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2. An optical directional coupler can be used to redirect a reflection into a transmission as shown in

the following figure, so thatP0(f)¼ηR(f)Pi(f). Where R(f) is the frequency-dependent reflectivity
of the filter and η is the insertion loss caused by the coupler which is determined by the power

splitting ratio α.

Neglect excess loss of the coupler, what is the optimum value α to minimize the insertion

loss? and what is the minimum insertion loss?
Reflective filter 

a
R( f )

Pi( f ) 
P0( f )
3. Using Eqs. (7.2.6) and (7.2.7), design a 1480-nm/1550-nm WDM coupler based on the single-

mode fiber by find the proper values of z and z0.

4. Optical power launched into a 10-km single-mode fiber through a 2�2 fiber coupler is

Pi¼1mW as shown in the following figure. The fiber coupler has 10-dB power coupling ratio

(α¼0.1 or usually referred to as 10/90 coupler) has no excess loss. The refractive index of the

fiber core is n¼1.5. The fiber pigtail at port C is AR coated (R1¼0) and the far end of the 10 km

fiber is open in the air (cleaved perpendicular to the fiber axis). (The isolators assure only

unidirectional transmission and their losses are negligible.)
(a) Neglecting all fiber losses, what is the output optical power P0?

(b) If the attenuation coefficient of the 10 km fiber is 0.5dB/km and neglect losses of other

fibers, what is the output optical power P0?
Isolator Isolator
AMach-Zehnder-type optical interleaver is designed to separate even and odd number of equally
5.
spaced WDM channels as shown in the following figure.



293PROBLEMS
The systemworks in 1550-nmwavelength band and the inputWDM signal channel spacing is

0.8nm in wavelength (between adjacent channels). Find the length difference between the two

arms of the MZ interferometer (assume the refractive index n¼1.5).
6. A FPI is made by two identical mirrors in the air. The interferometer has a 150GHz FSR and a 1-

GHz FWHM (3-dB bandwidth). Find the finesse of this interferometer and the cavity length of

this interferometer

7. For a FPI, if the facet reflectivity of both mirrors is R¼0.98 and neglecting the absorption loss,

find the ratio between the maximum power transmission and the minimum power transmission

(i.e., commonly refereed to as extinction ratio).

8. The following figure shows a fiber ring laser. There is a semiconductor optical amplifier (SOA)

in the fiber loop to provide the optical gain. The fiber coupler has 90% power coupling

coefficient.
= 0.9 

SOA 

2´2 cou

a

pler 
(a) Neglect fiber attenuation, find the SOA optical gain G required to achieve lasing threshold.

(b) If the total fiber length in the ring is L1¼19mm, fiber refractive index is n1¼1.47, SOA

length is L2¼550μm, and SOA refractive index is n2¼3.6, find the frequency spacing

between adjacent lasing modes.
9. The following figure is a 3-dB (50%) 2�2 fiber coupler with four ports A, B, C, and D. The two
output ports are each connected to a fiber delay line and their lengths are L1 and L2, respectively.
A total reflector (R¼1) is added at the end of each delay line (this can be done by coating gold at

the fiber-end surface). The refractive index of optical fiber is n¼1.5.
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(a) Derive an expression to describe the power transfer functionP0(f)/Pi(f)
(b) A 4-wavelength WDM signal with 20GHz channel spacing is launched into port A. If we

only want to have wavelengths at λ2 and λ4 to come out from port B, what is the length
difference between L1 and L2: (ΔL¼L1�L2¼?).
10. A FP cavity is made by a material which has the refractive index of n¼3.6. The cavity length is

0.5mm. Neglect absorption losses,
(a) What is the spacing in frequency between the adjacent FP resonance peaks?

(b) What is the finesse of this cavity?

(c) Plot out the power transmission and reflection spectrum (in a 5-nm wavelength range from

1550 to 1555nm).
11. Assume a single-mode fiber core refractive index is ncore¼1.47. To design a FBG band-pass filter

with the peak reflectivity at 1560nm, what should be the grating period Λ?

12. Consider a FBG with the coupling coefficient κ¼10m�1, fiber core refractive index ncore¼1.47,

and Bragg wavelength λBragg¼1550nm.
(a) Find the minimum length of coupling region, L, so that the power reflectivity at the Bragg

wavelength is �3dB.

(b) At this L value, what is the full bandwidth of this filter in GHz?
13. In FBG band-pass filter design, assume λBragg¼1550nm and ncore¼1.47. If we want to have the

power reflectivity at the center of the filter to be 90%, and the full bandwidth to be 0.1nm, find the

coupling coefficient κ and the length of the coupling region L.

14. Based on Eqs. (6.4.8) and (6.4.9), derive the wavelength-dependent transmissivity of FBG,

T¼A(L)/A(0).

Assume λBragg¼1550nm, ncore¼1.47, κ¼2cm�1, and L¼1cm, plot the amplitude (in dB)

and phase (in radians) of T as the function of frequency detune.
15. An AWG has the following parameters: central wavelength λ0¼1550nm, Roland sphere radius

Lf¼20mm, effective index of array channels nc¼1.457, refractive index of star coupler ns¼1.47,

array waveguide separation d¼12μm, output waveguide separation b¼12μm, and differential

waveguide length ΔL¼100μm. Find
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(a) grating order,

(b) channel spacing in [nm], and

(c) FSR in [nm].
16. Consider a four-channel WDM demultiplexer made by optical thin films based on the

configuration shown in Fig. 6.5.4A. Each film is a band-pass reflective filter with characteristics

shown in Fig. 6.5.3D. Assume each film has 0.2dB out-of-band reflection loss (due to nonideal

AR coating) and 0.4-dB absorption loss, and assume the in-band reflection is ideally 100%. Find

the insertion losses of channels 1, 2, 3, and 4. If a 16-channel WDM demultiplexer is constructed

this way, what is the maximum insertion loss?

17. An optical beam is perpendicularly incident onto an optical film. Assume the film has a refractive

index n¼3.5, a thickness of 20μm, and negligible optical absorption.
Find the ratio between the maximum and the minimum power transmissivity (also known as

the visibility). And find the FSR.
18. For a polarization-insensitive optical isolator, the return loss is limited by Fresnel reflections from

component interfaces. For the isolator configuration shown in Fig. 6.6.3, how many interfaces are

most relevant in introducing reflections which decrease the return loss?

19. For both polarization-sensitive and polarization-insensitive isolators, the isolation depends on the

precision of 45 degree Faraday rotation. For the isolator configuration shown in Fig. 6.6.1, the

Faraday rotator is thicker then specified, which introduces�50 degree polarization rotation (axes

of the two polarizers are still 45 degree apart).
(a) How many dB insertion loss can be caused by this polarization over-rotation?

(b) What is the isolation value only caused by this polarization over-rotation?
20. A slab waveguide consists of a core layer with index n1¼1.49, and both the upper and lower

cladding layer have refractive index of n2¼1.475. The optical signal is at 1550nmwavelength. To

ensure only a single-mode operation with symmetric field distribution, what is the maximum

thickness of the core layer?

21. Consider a berried optical waveguide with a square cross section as shown in the following figure

withW¼d. The core with index n1¼1.5, is buried inside a material with index n2¼1.49, and the

top is air so that n0¼1. Find the maximum cross-section size of the waveguide for single-mode

operation (use Fig. 6.7.6).
n2=1.49 

n1=1.5 

2W

2d 

n0=1 
A silicon “wire” waveguide fabricated on silicon nitride (Si N ) substrate with refractive index
22. 3 4

n2¼2.25 and the cross section is shown in the following figure. The silicon waveguide thickness is

T¼220nm.
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Find the maximum width of the waveguide for single-mode operation (use Fig. 6.7.15).
Si 

Si3N4

W

T=220nm
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INTRODUCTION
In an optical transmitter, encoding electrical signals into optical domains can be accomplished either by

directly modulating the injection current of a laser diode, known as direct modulation, or by electro-

optic (EO) modulation using an external modulator, known as external modulation.

The speed of direct modulation is primarily limited by the carrier lifetime of the laser source, which

is typically in the sub-nanosecond level. Meanwhile, a more important concern of direct current mod-

ulation is that it not only modulates the intensity but also modulates the frequency of the optical signal

through the carrier density-dependent refractive index of the semiconductor material (Petermann,

1988). This effect is known as the frequency chirp, which broadens the spectral width of the optical

signal and may significantly degrade the transmission performance of a high-speed fiber-optic system

when chromatic dispersion is considered. The broadened signal optical spectrum also reduces the band-

width efficiency when wavelength division multiplexing (WDM) is used.

On the other hand, an external modulator manipulates the optical signal after the laser, and ideally it

does not affect the laser operation. Nowadays, a commercial, high-speed external EO modulator can

have >100GHz modulation bandwidth with well-controlled frequency chirp (Wooten et al., 2000).
uction to Fiber-Optic Communications. https://doi.org/10.1016/B978-0-12-805345-4.00007-X
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Because of their high performances, external modulators have been widely adopted in long-distance

and high-speed optical communication systems. Depending on the device configuration and system

requirement, an external modulator can perform intensity modulation and optical phase modulation,

as well as complex optical field modulation, which is the combination of amplitude and phase mod-

ulation. Both the EO effect and electro-absorption (EA) have been used to make external optical mod-

ulators. The former relies on the modulation of refractive index by the applied electric field, whereas

the latter is the attenuation that is dependent on the applied electric field.

This chapter starts by discussing basic operation principles and configurations of EO modulators, in-

cluding phase modulators and intensity modulators. Among various EO materials, lithium niobate

(LiNbO3) is most often used to make external modulators in fiber-optic systems because of the high

EO coefficient and low attenuation in the optical communicationswavelengthwindow.While the EO effect

is capable of directly introducing optical phase modulation through the applied electric voltage waveform,

optical circuit configuration such as a Mach-Zehnder interferometer (MZI) can convert the phase modu-

lation into intensity modulation, so that EO amplitude modulators can be made. The relationship between

phasemodulation and amplitudemodulation in amodulator based on a singleMZI can be explored to create

single-sideband as well as carrier-suppressed optical modulation. Amore sophisticated optical circuit based

on the combination of threeMZIs, known as the I/Q modulator, can provide more flexibility of modulating

the optical phase and optical amplitude independently. This ability of complex optical field modulation is

required in many coherent optical communication systems that encode data into both the amplitude and the

phase of the optical signal to enhance the transmission capacity. A commercially available LiNbO3 based

on I/Q modulator with input and output fiber pigtails is shown in Fig. 7.0.1A.
(A) (B) 

FIG. 7.0.1

Examples of commercial EOmodulator based on LiNbO3 (A), and EAmodulator integrated with a laser source (B).

(A) Used with permission from Thorlabs. (B) Used with permission from Neophotonics.
Although EO modulators based on LiNbO3 can have excellent performance, they are usually ex-

pensive and traditionally cannot be monolithically integrated with diode laser sources. EA modulators,

on the other hand, are based on pn-junction structures made of III–V semiconductor materials, which

are the same materials as those used to make laser diodes. Instead of forward biasing with injection

current such as in-diode lasers, the pn junction of an EA modulator is reversely biased (similar to a

photodiode), which absorbs photons and converts them into electrons. The optical absorption of an

EA modulator is thus proportional to the applied reverse bias voltage, directly allowing intensity mod-

ulation of the optical signal. Because of the use of the same material platform and the similar pn-

junction and waveguide structures, an EA modulator can be monolithically integrated with a diode
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laser to reduce the cost and to miniaturize the footprint of an optical transmitter. A commercially avail-

able laser diode integrated with and EAmodulator is shown in Fig. 7.0.1B; it only needs a single output

fiber pigtail. However, the change of electro-absorption is often associated with a change of signal op-

tical phase in the semiconductor material when modulated with an electric voltage waveform, which

often introduces a modulation chirp. In addition, directly integrating an EA modulator with a diode

laser source without sufficient isolation between them may cause an optical reflection back into the

laser diode, affecting the coherence property of the optical signal.

From an engineer’s point of view, the trade-off between cost and performance often dictates the

system design and devices selection.
7.1 BASIC OPERATION PRINCIPLE OF ELECTRO-OPTIC MODULATORS
EO modulators rely on EO materials in which the refractive indices are functions of the electrical field

applied on them. More specifically, for an EO material, the index change δn is linearly proportional to
the applied electric field E as δn¼αEOE, where αEO is the linear EO coefficient, which is a material

property. The most popular EO material used so far for an EO modulator is LiNbO3, which has a high

EO coefficient and low attenuation in the telecommunications optical wavelength window.
7.1.1 EO COEFFICIENT AND PHASE MODULATOR
The EO coefficient of an optical crystal can usually be represented by a tensor (Heismann et al., 1997;

Noguchi et al., 1995). Now let us start with the commonly used index ellipsoid for a crystal without an

applied electric field,
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where nx, ny, and nz are indices of refraction along the three principal axes in the Cartesian coordinates.
Then, with an electric field vector E applied in an arbitrary direction, the expression of the index el-

lipsoid has to be modified as
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where (1/n2)i, with i¼1, 2, …, 6, representing indices along the six directions determined by the pos-

sible combinations of x, y, and z. The field-induced index change in each of these six directions is then

Δ
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where i¼1, 2,…, 6, and j represents x, y, and z. In Eq. (7.1.3), rij are the elements of a 6�3 EO tensor

matrix of the crystal, that is,
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The LiNbO3 single crystal has a trigonal lattice structure with nonzero elements r13, r22, r33, and r51 in
the EO tensor matrix, and some of the elements are symmetric or antisymmetric due to the crystal struc-

ture. The EO tensor matrix of LiNbO3 crystal is usually expressed as
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These nonzero matrix elements relevant for EO modulation are r13¼8.6pm/V, r22¼3.4pm/V,

r33¼30.8pm/V, and r51¼28.0pm/V. Fig. 7.1.1 shows a longitudinal free-space EO modulator based

on the LiNbO3 crystal. In this case, the applied electric field is along the crystal’s z-axis.
With the applied electric field existing only in the z-direction, Eq. (7.1.5) indicates that

Δ(1/n2)1¼Δ(1/n2)2¼ r13Ez and Δ(1/n2)3¼ r33Ez, and thus the index ellipsoid equation becomes

1

n2o
+ r13Ez

� �
x2 +

1

n2o
+ r13Ez

� �
y2 +

1

n2e
+ r33Ez

� �
z2 ¼ 1 (7.1.6)

where no and ne are linear indices of the LiNbO3 birefringence crystal in the x- and y-axes (no), and
z-axis (ne). For an optical plane wave propagating in the z-direction, the impact of the applied electric

field Ez is to change the original value of 1/n0
2 into 1/no

2+ r13Ez, which is equivalent to the change of no
into no+δno. Assume jδno j ≪ no, which is always the case because the EO coefficient is usually very

small, the expression 1/no
2+ r13Ez¼1/(no+δno)

2 is equivalent to

δno ��1

2
n3or13Ez (7.1.7)
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FIG. 7.1.1

Crystal and applied field orientation of a free-space longitudinal EOmodulator made with LiNbO3 EOmaterial. The

applied electric field is in the same direction of the wave propagation.
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FIG. 7.1.2

Crystal and applied field orientation of a free-space transverse EO modulator made with LiNbO3 EO material. The

applied electric field is perpendicular to the direction of wave propagation.
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Specifically, for this longitudinal free-space EO modulator, nx¼ny¼no�0.5no
3r13Ez and nz¼ne�0.5-

ne
3r33Ez. Thus, the longitudinal EO modulation only introduces a pure phase modulation of the optical

signal, while the birefringence is not modulated as nx¼ny is always true in this case.

As an alternative, Fig. 7.1.2 shows a free-space transverse EO modulator made with LiNbO3 EO

material. In this case, the electric field is applied perpendicular to the wave propagation direction, but

still along the z-axis of the LiNbO3 crystal. Although the index ellipsoid equation is identical to that

expressed in Eq. (7.1.6), the plane wave of the optical signal sees either nz¼ne�0.5ne
3r33Ez or

nx¼no�0.5no
3r13Ez depending on the state of polarization (SOP) of the optical signal in the vertical

or horizontal directions, respectively.

In comparison to the longitudinal EOmodulator, the transverse EOmodulator can be more efficient

because at the same applied voltage the electric field can be increased by reducing the separation be-

tween the electrodes. However, a transverse EO modulator also introduces the modulation of birefrin-

gence, and thus the optical signal has to be linearly polarized with the SOP aligned with the z-axis of the
LiNbO3 crystal to achieve the highest modulation efficiency as r33 is much higher than r13. In addition,
the alignment of optical signal SOP with the crystal z-axis is necessary to avoid the SOP modulation by

the EO modulator.
EXAMPLE 7.1
For the LiNbO3 EO material operating in the 633nm wavelength, parameters are: no¼2.286, ne¼2.2, r13¼8.6pm/V, and

r33¼30.8pm/V.

(a) For the longitudinal EO modulator shown in Fig. 7.1.1 with the device length L¼1cm, in order to produce a π
phase shift on a 633-nm optical signal passing through the modulator, what is the required electric voltage?

Solution
To create a π phase shift on a 633-nm optical signal passing through the modulator of length L, the index change has to be

δn¼ λ

2L
¼ 633�10�9

2�10�2
¼ 3:165�10�5

Based on Eq. (7.1.7),

Ezj j ¼ δn

0:5n3or13δn
¼ 3:165�10�5

0:5�2:2863�8:6�10�12m=V
¼ 6:16�105V=m

Thus the required voltage is Vb¼EzL¼6.16�105�10�2¼6.16kV
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(b) For a transverse EO modulator shown in Fig. 7.1.2 with device length L¼1 cm and separation between the two

electrodes d¼2mm (which limits the signal optical beam size), if the input optical signal at 633nmwavelength is

vertically polarized in the z-direction, what is the required electric voltage to create a π phase shift?

Solution
A π phase shift on the 633-nm optical signal requires δn¼3.165�10�5, which is the same as part (a) of this example. But,

Ezj j ¼ δn

0:5n3er33δn
¼ 3:165�10�5

0:5�2:23�30:8�10�12m=V
¼ 1:93�105V=m

Thus, the required voltage is Vb¼Ezd¼1.93�105�2�10�3¼386V

(c) For part (b) of this example, if the input optical signal is linearly polarized 45° between the z- and the x-axes, what
is the differential phase shift between the z- and the x-components caused by a 386-V applied voltage?

Solution
Electric field induced by 386-V applied voltage is

Ez ¼Vb=d¼ 1:93�105V=m

δnzxj jL¼L

2
n3er33�n3or13
� �

Ez

¼ 10�2�10�12

2
2:23�30:8�2:2863�8:6
� ��1:93�105 ¼ 2:17�10�7

The differential phase shift is then

ϕzx ¼ 2π
δnzxj jL
λ

¼ 2π
2:17�10�7

633�10�9
¼ 0:69π
In fiber-optic systems, waveguide-based EOmodulators are usually used with optical fiber pigtails,

and requiring low enough bias voltage. Waveguides on a LiNbO3 substrate can be created by the dif-

fusion of other materials, such as titanium, along a stripe near the surface, which increases the local

refractive index. Thus, the cross section of the created waveguide is often a half-ellipse. The crystal

orientation of the waveguide is predetermined by the cut direction of the crystal substrate.

Fig. 7.1.3 illustrates the cross sections of LiNbO3 waveguides and the orientations of crystal axes.

In both (A) and (B) of Fig. 7.1.3, optical waveguides are formed along the y-axis of the crystal which
is also the direction of optical signal propagation (Sanna and Schmidt, 2010). The indices of orientation

1, 2, and 3 correspond to x, y, and z, respectively, are indicated in the figure. In Fig. 7.1.3A the crystal is

z-cut, so that the z-axis of the crystal is in the vertical direction, which is perpendicular to the surface of
the substrate. To support the modulation of a vertically polarized optical signal propagating along the

waveguide, electrodes can be arranged in a way that the electric fields are primarily in the z-direction
when a biasing voltage �Vb is applied.

In Fig. 7.1.3B the crystal is x-cut, and the z-axis of the crystal is in the horizontal direction, which is
parallel to the surface of the substrate (Minakata et al., 1978). This configuration can support the mod-

ulation of a horizontally polarized optical signal propagating along the waveguide by arranging the

configuration of the electrodes so that the electric fields are primarily in the horizontal z-direction when
a biasing voltage Vb is applied.

In the configurations of both Fig. 7.1.3A and B, the electric field Ez is applied in the z-axis of the
crystal similar to the transverse EO modulator described in Fig. 7.1.2. However, the narrow waveguide
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Illustration of cross sections of z-cut (A) and x-cut (B) LiNbO3 waveguides and the corresponding orientations

of crystal axes. Optical signal propagates in the crystal’s y-direction along the waveguide. The indices of

orientation 1, 2, and 3 correspond to x, y, and z, respectively.
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width allows much smaller separation between electrodes and thus requiring much lower applied volt-

age than the free-space EO modulator to achieve the same index change. For the optical signal linearly

polarized in the z-direction, which is vertical for z-cut shown in Fig. 7.1.3A and horizontal for x-cut
shown in Fig. 7.1.3B, the field-induced index modulation is

δne ��1

2
n3er33Ez (7.1.8)

where ne is the linear index along the z-axis of the crystal. The EO coefficient of the waveguide can be

defined as

αEO ��1

2
n3er33 (7.1.9)

so that δne¼αEOΕz.

For LiNbO3, although EO coefficients are not particularly sensitive to the wavelength in the visible

and near infrared regions, linear refractive indices of the two birefringence axes, no and ne, vary with

the wavelength, which can be expressed by a Sellmeier equation,

ni ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ai +

Bi

λ2 +Ci

+Diλ
2

s
(7.1.10)

where the wavelength λ is in micrometers, i¼o or e, with Ao¼4.9048, Bo¼0.11768, Co¼�0.0475,

Do¼�0.02717, Ae¼4.582, Be¼0.099169, Ce¼�0.04443, and De¼�0.02195.

At λ¼1550nm wavelength, no¼2.211 and ne¼2.138 as shown in Fig. 7.1.4. As an example with

r33¼30.8pm/V at 1550nm wavelength, the EO coefficient of LiNbO3 is approximately

αEO�1.5�10�10V/m. With an electrical field Ez¼106V/m, which can be created with 10V voltage

across two electrodes separated by 10μm, the field-induced index change is about δne�1.5�10�4.

EO-phase modulator is the simplest external modulator, which can be made by a LiNbO3 optical

waveguide and a pair of electrodes. For simplicity and without considering specific electrode design

details, we can assume that the waveguide is sandwiched between two electrodes as shown in Fig. 7.1.5.
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Refractive indices of LiNbO3 as the function of wavelength along the directions of the o- and the e-axes of the

crystal.
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FIG. 7.1.5

Electro-optic phase modulator.
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If the length of the electrode is L, the separation between the two electrodes is d, and the applied voltage
is V, the optical phase change introduced by the linear EO effect is

ϕ Vð Þ¼ 2παEOL

λd

� �
V (7.1.11)

The modulation efficiency, defined as dφ/dV, is directly proportional to the length of the electrode L and

inversely proportional to the electrodes separation d. Increasing the length and reducing the separation of
the electrodes would certainly increase the modulation efficiency, but will inevitably increase the par-

asitic capacitance and thus reducing the modulation speed. Another speed limitation is due to the device

transit time, td¼L/vp, where vp¼c/n is the propagation speed in the waveguide of refractive index n. For
a 1-cm-long LiNbO3 waveguide with n¼2.138 at 1550nmwavelength, the transit time is approximately

35ps, which sets a speed limit to the modulation. Another limitation on the modulation speed is the RC

constant. The capacitance between the electrodes C∝L/d is proportional to the electrode length and in-
versely proportional separation between them. In very high-speed EO modulators, traveling-wave elec-

trodes are usually used, where the RF modulating signal propagates along the electrodes in the same

direction as the optical signal. This results in a phase matching between the RF and the optical signal

and thus eliminates the transit time induced speed limitation.
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7.1.2 ELECTRO-OPTIC INTENSITY MODULATOR
Although phase modulation can be useful in some optical systems, intensity modulation is more pop-

ular. The EO effect used for optical phase modulators discussed above can also be used to make optical

intensity modulators. A very popular external intensity modulator is made by planar waveguide circuits

designed in a Mach-Zehnder interferometer (MZI) configuration as shown in Fig. 7.1.6.

In this configuration, the input optical signal is equally split into two interferometer arms and then

recombined at the output. Similar to the phase modulator, an electrical field is applied across one of the

two MZI arms to introduce relative phase delay and thus control the differential phase between the

two arms.

If the phase delays of the two MZI arms are ϕ1 and ϕ2, respectively, the output optical field is

E0 ¼ 1

2
ejϕ1 + ejϕ2
� �

Ei (7.1.12)

where Ei is the complex field of the input optical signal. Then, Eq. (7.1.12) can be rewritten into

E0 ¼ cos
Δϕ
2

� �
ejϕc=2Ei (7.1.13)

where ϕc¼ϕ1+ϕ2 is the average (common-mode) phase delay and Δϕ¼ϕ1�ϕ2 is the differential

phase delay of the two arms.

The input-output power relationship of the modulator is then

P0 ¼ cos2
Δϕ
2

� �
Pi (7.1.14)

where Pi¼jEi j2 and P0¼jE0 j2 are the input and the output powers, respectively. Obviously, in this

intensity modulator transfer function, the differential phase delay between the two MZI arms plays

a major role. Again, if we use L and d for the length and the separation of the electrodes and αOE
for the linear EO coefficient, the differential phase shift will be

Δϕ Vð Þ¼ϕ0 +
2π

λ

� �
αEOV

d
L (7.1.15)

where ϕ0 is the initial differential phase without the applied electrical signal. Its value may vary from

device to device and may change with temperature mainly due to practical fabrication tolerance. In

addition, if the driving electric voltage has a DC bias and an AC signal, the DC bias can be used to

control this initial phase ϕ0.
Ei E0

V(t) 

Electrode 

Electrode 

FIG. 7.1.6

Electro-optic modulator based on MZI configuration.
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A convenient parameter to specify the efficiency of an EO intensity modulator is Vπ, which is de-

fined as the voltage required to change the optical power transfer function from the minimum to the

maximum. From Eqs. (7.1.14) and (7.1.15), Vπ can be found as

Vπ ¼ λd

2αEOL
(7.1.16)

Vπ is obviously a device parameter depending on the device structure as well as the material EO co-

efficient. With the use of Vπ, the power transfer function of the modulator can be simplified as

T Vð Þ¼P0

Pi
¼ cos2 ϕ0 +

πV

2Vπ

� 	
¼ 1

2
1 + cos 2ϕ0 +

πV

Vπ

� �� 	
(7.1.17)

Fig. 7.1.7 illustrates the relationship between the input electrical voltage waveform and the correspond-

ing output optical signal waveform. Vb0 is the DC bias voltage, which determines the initial phase ϕ0 in

Eq. (7.1.17). The DC bias is an important operational parameter because it determines the electrical-to-

optical (E/O) conversion efficiency. If the input voltage signal is bipolar, the modulator is usually bi-

ased as the quadrature point, as shown in Fig. 7.1.7. This corresponds to the initial phase ϕ0¼ �π/4,
depending on the selection of the positive or the negative slope of the transfer function. With this DC

bias, the E/O transfer function of the modulator has the best linearity and allows the largest swing of the

signal voltage, which is �Vπ/2. In this case, the input/output optical power relation is

P0 tð Þ¼Pi

2
1� sin

πV tð Þ
Vπ

� �
 �
(7.1.18)

Although this transfer function is nonlinear, it is not a big significant concern for binary digital mod-

ulation, where the electrical voltage switches between �Vπ/2 and +Vπ/2 and the output optical power

switches between zero and Pi. However, for analogmodulation, the nonlinear characteristic of the mod-

ulator transfer function may introduce signal waveform distortion. For example, if the modulating

t 

V V V V t 

 V t

V

Pi

Pi

P
P

FIG. 7.1.7

Electro-optic modulator transfer function and input (electrical)/output (optical) waveforms.



3097.1 BASIC OPERATION PRINCIPLE OF ELECTRO-OPTIC MODULATORS
electric signal is a sinusoidal, then V(t)¼Vmcos(Ωt), and the modulator is biased at the quadrature

point with ϕ0¼mπ�π/4, where m is an integer, the modulator output optical power is then P0(t)¼
Pi[1+sin(x �cosΩt)]/2, with x¼πVm/Vπ. This output power expression can be expanded in a Bessel series,

P0 tð Þ¼Pi

2
+PiJ1 xð Þcos Ωtð Þ�PiJ3 xð Þcos 3Ωtð Þ +PiJ5 xð Þcos 5Ωtð Þ +… (7.1.19)

where Jn(x) is the nth-order Bessel function. On the right-hand side of Eq. (7.1.19), the first term is the

average output power, the second term is the result of linear modulation, and the third and the fourth

terms are high-order harmonics caused by the nonlinear transfer function of the modulator. Because of

the antisymmetric nature of power transfer function when biased at the quadrature point, there are only

odd order harmonics at frequencies of 3Ω, 5Ω, and so on. To minimize these high-order harmonics, the

amplitude of the modulating voltage signal has to be very small, such that Vm< <Vπ/2, and therefore

J1(x) is much higher than J3(x) and J5(x).
It is noticed that so far we have only discussed the intensity transfer function of the external mod-

ulator as given by Eq. (7.1.17), whereas the optical phase information has not been discussed. In fact, an

external optical modulator may also have a modulating chirp similar to the direct modulation of semi-

conductor lasers but originated from a different mechanism and with a much smaller chirp parameter.

To investigate the frequency chirp in an external modulator, the input/output optical field relation given

by Eq. (7.1.13) has to be used. If the optical phase ϕ2 is modulated by a small signal δϕ(t), which is

superimposed on a static value ϕ20 so that ϕ2¼ϕ20+δϕ(t), we can write ϕc¼ϕ1+ϕ20+δϕ(t) and
Δϕ¼ϕ1�ϕ20�δϕ(t). Eq. (7.1.13) can be modified as

E0 ¼ cos
ϕ0�δϕ tð Þ

2

� �
ej ϕc0 + δϕ tð Þð Þ=2Ei (7.1.20)

where ϕc0¼ϕ1+ϕ20 and ϕ0¼ϕ1�ϕ20 are the static values of the common mode and the differential

phases. It is evident that the phase of the optical signal is modulated as represented by the factor ejδϕ(t)/2

in Eq. (7.1.20).

Similar to the linewidth enhancement factor defined in Eq. (3.3.41), a chirp parameter can be de-

fined as the ratio between the phase modulation and the intensity modulation. It can be found from

Eq. (7.1.20) that

dP0

dt
¼�Pi

2
sin ϕ0�δϕ tð Þð Þdδϕ tð Þ

dt
(7.1.21)

Thus, the equivalent chirp parameter of this modulator is

αlw ¼ 2P0

dδϕ tð Þ=dt
dP0=dt

����
δϕ tð Þ¼0

¼ 1 + cos ϕ0ð Þ
sin ϕ0ð Þ (7.1.22)

Not surprisingly, the chirp parameter is only a function of the DC bias. The reason is that although the

phase modulation efficiency dδϕ(t)/dt is independent of the bias, the efficiency of the normalized in-

tensity modulation is a function of the bias. At ϕ0¼ (2m+1)π corresponding to the minima of the power

transfer function shown in Fig. 7.1.7, the chirp parameter is αlw¼0 because the output optical power is

zero, whereas at ϕ0¼2mπ�π/2 corresponding to the maxima of the power transfer function, the chirp

parameter is αlw¼∞ as the small-signal intensity modulation efficiency is zero at these bias points. It is

also interesting to note that the sign of the chirp parameter can be positive or negative depending on the
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DC bias on the positive or negative slopes of the power transfer function (Cartledge, 1995). This ad-

justable chirp of external modulator may be utilized in system designs to compensate the effect of chro-

matic dispersion of the optical fiber.

However, for many applications chirp is not desired, and thus external modulators with zero chirp

have been developed. These zero-chirp modulators can be built based on a balanced MZI configuration

with antisymmetric driving of the twoMZI arms, as shown in Fig. 7.1.8. In this case, the twoMZI arms

have the same physical length, but the electrical fields are applied in the opposite directions across the

two arms, creating an antisymmetric phase modulation.

Recall that in Eq. (7.1.13), the common-mode phase delay, which determines the modulating chirp,

is ϕc¼ϕ1+ϕ2. If both ϕ1 and ϕ2 are modulated by the same amount δϕ(t) but with opposite signs:

ϕ1¼ϕ10+δϕ and ϕ2¼ϕ20�δϕ, then ϕc¼ϕ10+ϕ20 will not be time dependent and therefore no optical

phase modulation is introduced. For the differential phase delay,Δϕ¼ϕ10�ϕ20+2δϕ(t), which dou-

bles the intensity modulation efficiency and reducing the value of Vπ by half.
7.1.3 OPTICAL INTENSITY MODULATION VS. FIELD MODULATION
For optical systems based on intensity modulation and direct detection (IMDD), optical phase infor-

mation is not utilized, whereas for optical systems with coherent detection, both the amplitude and the

phase of the optical field can be used to carry information. It is important to understand the relation

between the power transfer function and the optical field transfer function of an external modulator,

as illustrated in Fig. 7.1.7. Compare Eqs. (7.1.13) and (7.1.14), the power transfer function is equal to

the square of the field transfer function, and the periodicity is doubled in this squaring operation. As a

consequence, if the modulator is biased at a minimum power transmission point, the field transfer func-

tion has the best linearity because it swings between �1, while the power transfer function is always

positive. As shown in Fig. 7.1.9, for optical field modulation with the modulator biased at a minimum

power transmission point, the output optical field E0 is almost linearly proportional to the driving elec-

tric voltage signal, and this electric voltage is allowed to swing over 2Vπ to obtain the maximum

modulation index.

With this modulation, the spectrum of the optical field has two sidebands at ω0�Ω, while the op-

tical carrier component at ω0 is suppressed. This bipolar modulated optical field can be detected in a

receiver equipped with an optical phase discriminator, such as an interferometer, or by a coherent

homodyne detection receiver. However, if this modulated optical signal is directly detected by a
Ei E0
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FIG. 7.1.8

Dual-drive EO modulator based on an MZI configuration.
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Electro-optic modulator power transfer function and field transfer function.
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photodiode in which the photocurrent is linearly proportional to the signal optical intensity, the RF

spectrum of the photocurrent will have a predominant frequency component at 2Ω, which is twice

the modulating frequency. This can be also explained as the mixing between the two-frequency com-

ponents ω0+Ω and ω0�Ω of the optical field at the photodiode.
7.1.4 FREQUENCY DOUBLING AND HIGH-ORDER HARMONIC GENERATION
As illustrated in Fig. 7.1.9, when an EO intensity modulator based on a Mach-Zehnder configuration is

biased either at a minimum or a maximum power transmission point, it can be used to perform fre-

quency doubling between the modulating RF signal and the intensity of the optical signal. This can

be used to generate high-frequency modulation through a modulator with a relatively low-frequency

bandwidth.

Referring to the power transfer function shown in Eq. (7.1.17), the minima or maxima of power

transmission correspond to the biasing phase of ϕ0¼mπ�π/2, so that

P0 ¼Pi

2
1� cos

πV tð Þ
Vπ

� �� 	
(7.1.23)
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Absolute values of Bessel functions J2(2β), J4(2β), and J6(2β).

312 CHAPTER 7 EXTERNAL ELECTRO-OPTIC MODULATORS
If the input RF signal is a sinusoid, V(t)¼Vmcos(Ωt), then the output is

P0 ¼Pi

2
1� cos

πVm

Vπ
cos Ωtð Þ

� �� 	
(7.1.24)

This can be expanded into a Bessel series as:

P0 ¼Pi

2
1�J0 2βð Þ�2J2 2βð Þcos 2Ωtð Þ�2J4 2βð Þcos 4Ωtð Þ�…½ � (7.1.25)

where β¼πVm/(2Vπ) is the modulation index.

In the spectrum of the output optical intensity P0, the fundamental frequency component Ω of the

driving signal is eliminated, and the lowest modulation harmonic is at 2Ω, which doubles the input RF

frequency. The absolute values of J2(2β), J4(2β) and J6(2β) are shown in Fig. 7.1.10 for the conve-

nience of indicating the relative amplitudes of the second-, fourth- and six-order harmonics as the func-

tion of the modulation index. When the modulating amplitude is small enough so that β≪1, Bessel

terms higher than the second order can be neglected, resulting in only a DC and a frequency-doubled

component. This technique can also be used to generate quadruple frequency by increasing the ampli-

tude of the modulating RF signal such that 2β�5.14 where the amplitude of the second-order harmonic

is zero. In general, a precise control of the modulation index x can help in selecting or eliminating cer-

tain orders of harmonics. However, in practice, a large-amplitude RF signal at high frequency is usually

difficult to generate; this requires high-speed and high-power electronics.
7.2 OPTICAL SINGLE-SIDEBAND MODULATION
Generally, a real-valued RF signal has a double-sideband spectrum. When modulated by a real-valued RF

signal through an EOmodulator, the modulated optical signal also has two sidebands—one on each side of

the optical carrier, which is usually referred to as double-sideband modulation. Since these two sidebands
carry redundant information, removing one of them will not affect the information capacity of the optical

system. A single sideband optical signal, on the other hand, occupies a narrower spectral bandwidth and
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Optical single-sideband modulation using a dual-electrode MZI electro-optic modulator.
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thus results in better bandwidth efficiency compared to double optical sidebands, which is especially ad-

vantageous in multi-wavelengthWDM systems. In addition, an optical signal with narrower spectral band-

width is less susceptible to the effect of chromatic dispersion in optical fiber. These are the major reasons

that optical single-sideband (OSSB) modulation is attractive (Smith et al., 1997; Hui et al., 2002).

An straightforward way to generate OSSB is to use a notch optical filter, which directly removes

one of the two optical sidebands. However, this technique requires stringent wavelength synchroniza-

tion between the notch filter and the transmitter. OSSB can also be generated using an EO modulator

with a balanced MZI structure and two electrodes, which can be independently modulated with RF

signals v1(t) and v2(t), as shown in Fig. 7.2.1.

If we assume that the frequency of the optical carrier is ω0 and the RF modulating signal is a si-

nusoid at frequency Ω, based on Eq. (7.1.12), the output optical field is

E0 tð Þ¼Ei

2
exp jω0t+ jϕ1 tð Þð Þ+ exp jω0t+ jϕ2 tð Þð Þ½ � (7.2.1)

which includes both the positive and the negative optical sidebands. ϕ1(t) and ϕ2(t) are the phase delays
of the twoMZI arms. Now we suppose that these two-phase delays can be modulated independently by

voltage signals, v1(t) and v2(t), respectively. These two RF signals have the same amplitude and the

same frequency, but there is a relative RF phase difference θ between them, so that, v1(t)¼
Vb+VmcosΩt and v2(t)¼Vm(cosΩt+θ), where Vb is a DC bias and Vm is the amplitude. Therefore,

the two-phase terms in Eq. (7.2.1) are:

ϕ1 tð Þ¼ϕ01 + βcos Ωt+ θð Þ
and

ϕ2 tð Þ¼ βcos Ωtð Þ
where β¼πVm/Vπ is the modulation index, and ϕ01¼πVb/Vπ is a relative phase due to the DC bias.

Then, the output optical field can be expressed as

E0 tð Þ¼Eie
jω0t

2
exp jϕ01 + jβcos Ωt+ θð Þ½ �+ exp jβcos Ωtð Þ½ �f g (7.2.2)

If the modulator is biased at the quadrature point (e.g., ϕ01¼3π/4 so that ejϕ01¼ � j), Eq. (7.2.2)
becomes
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E0 tð Þ¼Ei

2
ejω0 t exp jβcos Ωtð Þ½ �� jexp jβcos Ωt+ θð Þ½ �f g (7.2.3)

Now we can show that the relative RF phase shift between the signals coming to the two electrodes

have significant impactin the spectral properties of the modulated optical signal.

In the first case, if the relative RF phase shift between the two RF modulating signals v1(t) and v2(t)
is 180 degree, that is, θ¼ (2m�1)π with m an integer, Eq. (7.2.3) becomes

E0 tð Þ¼Eie
jω0t

2
exp jβcosΩtð Þ� jexp �jβcosΩtð Þ½ � (7.2.4)

Mathematically, the trigonometric functions can be expanded into a Bessel series, known as the Jacobi-

Anger identity,

exp jβcosΩtð Þ¼
X∞
k¼�∞

jkJk βð ÞejkΩt (7.2.5a)

exp jβ sinΩtð Þ¼
X∞
k¼�∞

Jk βð ÞejkΩt (7.2.5b)

Consider that J�k(β)¼ (�1)kJk(β), Eq. (7.2.4) can be written as

E0 tð Þ¼Eie
jω0t

2

X∞
k¼�∞

jkJk βð Þ ejkΩt� je�jkΩt� �
(7.2.6)

For k¼0, the carrier component is 0.5J0(β)Eie
jω0t(1� j). For k¼�1, the signal components for the pos-

itive and negative sidebands are 0.5(1+ j)J1(β)Eie
j(ω0�Ω)t. The second harmonic on both sideband cor-

responding to k¼�2 are 0.5(1+ j)J2(β)Eie
j(ω0�2Ω)t. This is a typical double-sideband optical spectrum

where the major frequency components are ω0, ω0�Ω, ω0�2Ω, and so on. Fig. 7.2.2A shows an ex-

ample of power spectral density of a double-sideband modulated optical signal. The amplitude of the

desired modulation sidebands at ω0�Ω, is proportional to [J1(β)]
2, while the amplitude of the second-

order harmonics atω0�2Ω, is proportional to [J2(β)]
2. In this example, a modulation index of β¼0.1 is

used so that J1(β)/J2(β)¼40, so that the second-order harmonic power is about 32dB lower than the

component at the fundamental frequency in the optical spectrum.

The power transfer function of Eq. (7.1.18) can be obtained by squaring on both sides of Eq. (7.2.4)

except that the modulation index is doubled because of push-pull driving on the two electrodes. While

the output of the power (or envelope) transfer function can be measured by a photodiode after the mod-

ulator, the output of the field transfer function is in the optical domain representing the signal optical

spectrum which can be measured by an optical spectrum analyzer. The quadrature point of the power

transfer function is not the same as the quadrature point of the optical field transfer function. That is

why the second-order harmonic does not exist in Eq. (7.1.19) for the envelope transfer function, but is

present in the optical spectrum of Eq. (7.2.6).

In the second case, if the relative RF phase shift between the two RF modulating signals is 90°, that
is,θ¼2mπ�π/2, Eq. (7.2.3) becomes

E0 tð Þ¼Ei

2
ejω0t exp jβcos Ωtð Þ½ �� jexp jβ sin Ωtð Þ½ �f g (7.2.7)

Again, based on Jacobi-Anger identity shown in Eqs. (7.2.5a) and (7.2.5b), Eq. (7.2.7) can be written as
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FIG. 7.2.2

Example of calculated power spectral density of modulated optical signal. (A) Double-sideband modulation, (B)

single-sideband modulation with upper sideband suppressed, and (C) single-sideband modulation with lower

sideband suppressed. ω0 is the optical frequency, Ω is the modulation frequency, and modulation index is

β¼0.1.
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E0 tð Þ¼Eie
jω0 t

2

X∞
k¼�∞

Jk βð Þ jk� j
� �

ejkΩt (7.2.8)

In this case, for k¼0, the carrier component is still 0.5J0(β)Eie
jω0t(1� j). However, for k¼�1, the sig-

nal components for the positive and negative sidebands are zero and J1(β)Eije
j(ω0�Ω)t, respectively. This

is an optical single-sideband (OSSB) spectrum with the positive sideband suppressed and the energy in

the negative sideband is doubled compared to the optical double sideband spectrum. One can also

choose to suppress the negative optical sidebands while keeping the positive sideband either by

changing the DC bias to ϕ01¼π/4 so that ejϕ01¼ j in Eq. (7.2.2), or by changing the RF phase shift

to θ¼2mπ+π/2 in Eq. (7.2.3).

Fig. 7.2.2B and C show single-sideband modulated optical spectra with the lower and the upper

sideband suppressed, respectively. In the single-sideband modulation, the energy of the suppressed

sideband is transferred to the opposite sideband, and as a result, the power of the remaining sideband

is increased by 3dB compared to the double-sideband modulation.
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7.3 OPTICAL I/Q MODULATOR
Although intensity modulation has been widely used in optical communication systems, complex op-

tical field modulation has been shownmuchmore efficient in terms of transmission capacity as both the

intensity and the optical phase can be used to carry information. EO modulators based on the Mach-

Zehnder interferometer (MZI) configuration allows both intensity modulation and phase modulation

with proper selections of biasing voltage, as well as the polarity and phase of the driving RF signals on

the two arms. However, phase modulation and intensity modulation are not independently addressable

in a Mach-Zehnder EO modulator, which restricts the degree of freedom in the complex optical field

modulation. In this section, we discuss an EO in-phase and quadrature (I/Q) modulator which is capable

of complex optical field modulation.

The configuration of an EO I/Q modulator is shown in Fig. 7.3.1A, which is also based on an MZI

structure, but an independent MZI (MZIa and MZIb) is built in each arm of a bigger MZI (MZIc). A

separate optical phase control section is built in one of the two arms of MZIc to adjust the relative

optical phase (Tsukamoto et al., 2006; Cho et al., 2006).

To simplify the analysis, we assume that bothMZIa andMZIb are chirp-free, which can be achieved

with antisymmetric electric driving of the two electrodes as shown in Fig. 7.1.4 so that common-mode

phase modulation is zero. We also assume that both MZIa and MZIb are biased at the minimum power

transmission point so that the optical field transfer function of each of them is

Eout1,2 ¼Ein1,2 sin π
v1,2 tð Þ
Vπ

� �
(7.3.1)

where v1,2(t) is the driving electric voltage, Ein1,2 is the input optical field, and Eout1,2 is the output

optical field of these two MZMs. Combining the transfer functions of MZIa and MZIb, and set a rel-

ative optical phase shift between the two arms of MZIc at θ¼π/2, the overall optical field transfer func-
tion of MZIc is

Eo ¼Ei

2
sin π

v1 tð Þ
Vπ

� �
+ jsin π

v2 tð Þ
Vπ

� �� 	
(7.3.2)

The two free parameters v1(t) and v2(t) in Eq. (7.3.2) provide the capability of modulating the in-phase

and the quadrature components of the optical field independently. This capability of complex optical
v1

v2

Ei E0

MZIa 

MZIb Vp

MZIc 

Phase shift q

Re(E0) 

Im(E0) 

1+j 1–j 

–1–j –1+j 

(A) (B) 

FIG. 7.3.1

(A) Configuration of an electro-optic I-Q modulator based on the combination of three MZIs, (B) normalized

constellation diagram of complex modulated QPSK optical signal.
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field modulation allows a number of applications in optical communication systems. As an example,

for QPSK modulation as illustrated in Fig. 7.3.1B, the complex optical field E0 has four possible

positions in the constellation diagram, Ei(1+ j)/2, Ei(1� j)/2, Ei(�1+ j)/2, and Ei(�1� j)/2. This can
be obtained by setting four combinations of the driving voltage signals (v1, v2) as: (Vπ/2, Vπ/2),

(Vπ/2, �Vπ/2), (Vπ/2, Vπ/2), and (�Vπ/2, �Vπ/2), respectively.

For analog modulation, a small-signal approach can be used when v1,2(t) ≪ Vπ. In such a case,

Eq. (7.3.2) can be linearized so that

E0 �Ei
π

2Vπ

� �
v1 tð Þ + jv2 tð Þ½ � (7.3.3)

In a conventional double-sideband modulation with a real-valued RF signal, the upper and the lower

modulation sidebands is a complex conjugate pair which carries redundant information. An I/Q mod-

ulation allows single-sideband modulation, as well as double-sideband modulation but with the two

sidebands carrying independent information channels. To understand this application, assume D1(t)
and D2(t) are two different data sequences carrying independent information. We can construct two

voltage waveforms as,

v1 tð Þ¼ D1 tð Þ+D2 tð Þ½ �cos Δωtð Þ (7.3.4a)

v2 tð Þ¼ D1 tð Þ�D2 tð Þ½ �sin Δωtð Þ (7.3.4b)

where Δω is an RF carrier frequency. Using the linearized transfer function of the I/Q modulator, the

output optical field is

E0 tð Þ� ffiffiffiffiffi
Pi

p
ejω0t

π

2Vπ

� �
D1 +D2ð Þcos Δωtð Þ+ j D1�D2ð Þsin Δωtð Þ½ �

¼ ffiffiffiffiffi
Pi

p π

2Vπ

� �
D1 exp j ω0 +Δωð Þt½ �+D2 exp j ω0�Δωð Þt½ �f g

(7.3.5)

where Ei ¼
ffiffiffiffiffi
Pi

p
ejω0t is the input optical field, Pi is the input optical power which is a constant, and ω0 is

the frequency of the optical carrier. The spectrum of the optical field E0(t) in Eq. (7.3.5) has two side-
bands, one on each side of the optical carrier ω0. However, these two sidebands are not redundant.

Instead, the upper and the lower sidebands carry data channels D1(t) and D2(t), independently.
Fig. 7.3.2 shows a spectrum of complex modulated optical field with the upper and the lower modu-

lation sidebands carrying independent information channels. Eq. (7.3.5) indicates that in this complex

modulated optical field, the optical carrier component is suppressed because both MZIa and MZIb are

biased at the minimum power transmission point. This helps improve the power efficiency of an optical

communication system, as the optical carrier would only be a CW component.
7.4 ELECTRO-OPTIC MODULATOR BASED ON RING-RESONATORS
In addition to Mach-Zehnder configuration, optical ring resonators can also be used to make EO mod-

ulators. A ring resonator is frequency selective, and a ring resonator-based modulator can be used to

selectively modulate the desired wavelength channel. Because of the compact size of micro-ring res-

onators and potential for low power consumption, EO modulators based on micro-ring resonators have

attracted significant interest. Especially in integrated silicon photonic circuits, modulators based on

micro-ring resonators are most common.
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FIG. 7.3.2

Illustration of a modulated optical spectrum with carrier suppression and independent information channels

carried by the upper and the lower modulation sidebands.
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Although the transfer function of ring resonator based on optical fiber has been discussed previously

in Chapter 6, EO modulators are based on planar waveguide rings so that electrodes can be added for

modulation. Fig. 7.4.1A illustrates a silicon photonic ring modulator made on silicon-on-insulator

(SOI) platform (Xu et al., 2007). The electrodes are made of heavily doped silicon in the substrate layer

on both sides of the ring waveguide. This forms a p-i-n junction and carriers can be injected into the

silicon waveguide through electric biasing, which allows the electric control of refractive index of the

waveguide. The cross section of the silicon waveguide typically has the height of 200nm and the width

of 450nm, as shown in Fig. 7.4.1B. Assume the radius of the waveguide ring is r. The coupling between
the straight waveguide and the ring is determined by the gap between them. The coupling region is a

2�2 waveguide coupler, and its power transfer function has been presented in Chapter 6 as

T¼
ffiffiffiffiffiffiffiffiffiffi
1� ε

p
� ε

ffiffiffi
η

p
ejϕ

1�ejϕ
ffiffiffi
η

p ffiffiffiffiffiffiffiffiffiffi
1� ε

p
�����

�����
2

(7.4.1)

where ε is the power-splitting ratio of the coupler, η represents the waveguide loss, ϕ¼2πfτ is the phase
delay, and τ¼nL/c is the time delay of the ring. L¼2πr is the circumference of the ring.

As discussed in Section 6.3, theQ-value of a ring is defined byQ¼λ/δλ , which is only dependent on
the loss of the ring, where λ is the wavelength of the absorption peak, and δλ is the FWHM of the power
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FIG. 7.4.1

(A) configuration of a waveguide ring modulator made on the SOI platform, (B) cross section of the waveguide,

and (C) coupling between the straight waveguide and the ring resonator.
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transmission notch. TheQ-value of a ring resonator can be measured by an optical spectrometer and the

propagation loss of the ring η can be calculated based on Eqs. (6.3.19) and (6.3.22) as

Q¼ 2πrng
λ

π

cos�1
1�4η+ η2

�2η

� � (7.4.2)

where ng is the group index of the waveguide, r is the radius of the ring, and η is the waveguide loss of
the ring from b2 to a2 as shown in Fig. 7.4.1C similar to that shown in Fig. 6.3.7A.

Fig. 7.4.2 shows the power transfer function of a ring resonator near a resonance wavelength λ0.
Based on Eq. (7.4.1), if the waveguide loss η is known, the optimum splitting ratio ε of the coupler

should satisfy η¼1�ε so that the power transmission at the resonance wavelength λ0 is T(λ0)¼ 0.

For a silicon micro-ring modulator, the effective index ng can be reduced by carrier injection, which

provides the mechanism of phase modulation on the ring. The phase modulation modulates the reso-

nance wavelength of the ring so that the transmission loss of an optical signal at λ0 will be reduced as

illustrated in Fig. 7.4.2.

A resonance wavelength change by an amount of FWHM linewidth δλ is equivalent to a phase

change of ϕΔ as defined by Eqs. (6.3.18) and (6.3.21). Based on the relation between the finesse

and the Q-value defined by Eq. (6.3.22), it can be found that the relative change of refractive index

to introduce the resonance wavelength change by a linewidth δλ is

δng 	 ng,0�ng
ng,0

� �
¼ 1

Q
(7.4.3)

where ng, 0 and ng are the effective indices of waveguide before and after carrier injection, respectively.
It usually needs to shift the resonance wavelength by more than a δλ to ensure that the loss is low

enough for the high transmission state. The dotted line in Fig. 7.4.2 shows that when the resonance

is shifted by 4δλ, the transmission loss at signal wavelength λ0 is reduced to less than 1dB. It has been
found that the index reduction in a silicon p-i-n junction waveguide is on the order of Δn�2.1�10�3

by a carrier density increase ofΔN¼1018cm�3, so that the efficiency is nΔ¼Δn/ΔN�2.1�10�21cm3.
T

FIG. 7.4.2

Power transfer function of a micro-ring resonator near a resonance wavelength. EO modulation changes both the

refractive index and the loss of the ring so that the resonance wavelength can be shifted and the peak absorption is

also reduced. Solid line: ideal transfer function without carrier injection, dashed line: resonance wavelength is

shifted by a linewidth δλ, and dotted line: resonance wavelength is shifted by a 4δλ. λ0 is the optical signal

wavelength.
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Thus, the carrier density change required to shift the ring resonance wavelength by 4δλ should be on the
order of ΔN¼ (4ng, 0/Q)�4.8�1020cm�3.

Meanwhile, carrier injection will also increase the absorption loss of the waveguide (decrease the

value of η), this results in the reduction of Q-value and the broadening of the resonance linewidth as

also shown in Fig. 7.4.2.
FIG

Po

lin
EXAMPLE 7.2
Consider a a silicon ring modulator with waveguide group index ng¼4.3, ring radius r¼6μm, and the quality factor

Q¼105. The operation wavelength is in the 1550nm window.

(1) what is the ring propagation loss in dB from b2 to a2 with reference to Fig. 7.4.1C? and what is the optimum

coupling ratio ε of the 2�2 coupler?

(2) What are resonance wavelengths within the wavelength window ranging from 1528 to 1565nm?

(3) Choose the signal wavelength at the center resonance wavelength within the 1528 nm to 1565 nm window. The

efficiency of carrier induced complex index change for the silicon waveguide is Δng/ΔN¼ � (2.1� j0.4)�
10�21cm3, where the imaginary part of Δng represents the loss, and ΔN is the carrier density change. Find the

required carrier density change that shifts the resonance wavelength by 4δλ with δλ the resonance linewidth. What

is the loss for the optical signal at this level of carrier injection?

Solution
(1) the roundtrip loss of the ring is related to the Q-value by Eq. (7.4.2), which can be solved numerically as

η�0.9967¼0.014dB for theQ-value of 105. The optimum splittingg ratio of the 2�2 coupler is ε¼1�η¼0.0032.

(2) resonance condition requires λ¼2πrng/m with m an integer. Resonance wavelengths within the window of 1528–
1565nm are 1529.3, 1543.87, and 1558.71nm.
. 7.4.3

wer tra

e) and
In fact the free-spectral range of a ring resonator is
ΔλFSR ¼ λ2

2πrng
(7.4.4)

which is approximately 14.82nm in the 1550-nm wavelength window in this example.

(3) choose signal wavelength at λ0¼1543.87nm. The real part of the group index change has to be Re{Δng}¼4ng/
Q¼1.72�10�4 for resonance wavelength change of 4δλ, which corresponds to a carrier density increase of

ΔN¼8.19�1016cm�3. Because of the carrier-induced propagation loss of the silicon waveguide, the complex

group index change is Δng¼4ng/Q¼ (1.72+ j0.1638)�10�4. This corresponds to a phase change of

Δϕ¼4π2rΔng/λ0¼0.026+ j0.0025. Based on the transfer function (7.4.1), the power transfer function at ϕ¼Δϕ is

T(Δϕ)¼0.964¼ �0.16dB as shown in Fig. 7.4.3.
t

nsfer function of a micro-ring resonator near a resonance wavelength λ0¼1543.87nm without (solid

with carrier injection (dashed line).
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Because a ring resonator is largely transparent for wavelengths away from the resonance wave-

length, a number of ring resonators can be cascaded to modulate the output of an optical source which

emits multiple wavelengths, as shown in Fig. 7.4.4A. In this case, each ring resonator is dedicated to

modulate the optical signal at one of the wavelengths without affecting all other wavelength channels.

The wavelength window that this composite ring modulator can cover is determined by the FSR of each

ring. Practically, for micro-ring-based modulators with the ring diameter on the order of a few micro-

meters and FSR on the order of tens of nanometers, even a very small fabrication of error could change

the resonance wavelength significantly. In order to match the resonance wavelength of a ring resonator

to the ITU wavelength grid, thermal tuning can be used to correct any fabrication error in the resonance

wavelength, as well as to compensate for environmental changes. This can be done by integrating a

resistive heater near the waveguide ring.

In comparison, if Mach-Zehnder modulators are used for the source with multiple wavelengths, a

WDM EDMUX has to be used to separate different wavelength channels, and a MUX has to be used to

combine them after EO modulation as shown in Fig. 7.4.4B.

For the EOmodulators based onmicro-rings discussed so far, we have used the static power transfer

function as shown in Eq. (6.2.15). We have also shown that a high Q-value is necessary to increase the
modulation efficiency and to reduce the required density of carrier injection. However, a high Q-value
may become a limiting factor for the modulation speed because of the long photon lifetime. The Q-
value is defined by Q¼λ0/δλ with λ0 and δλ representing the operation wavelength and the width

of the absorption line, respectively. The photon lifetime-limited modulation bandwidth can be esti-

mated from (Li et al., 2011),

δf ¼ c

λ0Q
(7.4.5)
v v vN

N
v

v

vN

N
N

(A) 

(B) 

FIG. 7.4.4

Modulation of a light source withmultiple wavelength channels by the cascade of multiple ringmodulators (A) and

by conventional Mach-Zehnder modulators (MZMs) (B).
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this is because δf is related to δλ by δf¼δλ �c/λ02, where c is the speed of light in vacuum.

For amodulator operating in the 1550nmwavelength window, in order for the photon lifetime limited

modulation bandwidth to be wider than 10 GHz (δf>10GHz), the Q-value has to be less than 2�104.

In addition, factors affectingmodulation speed also include parasitic capacitance of the electrodes and

carrier response time of the p-i-n junction. There are a number of research papers describing these effects

both experimentally and mathematically (Xu et al., 2007; Baba et al., 2013; Sacher and Poon, 2008).

Although the carrier response time of a p-i-n junction waveguide is typically of the nanosecond level,

as the relationship between optical transmission and carrier density is highly nonlinear, a small change

in the group index of the ring waveguide can introduce a big change in the optical transfer function, and

thus the speed can be much faster. In fact, based on the ring modulator power transfer function of

Eq. (7.4.1), assuming the optimum coupling coefficient ε¼1�η, the transfer function can be written as

T ϕð Þ¼ 2η
1� cosϕ

1 + η2�2ηcosϕ
(7.4.6)

Assume the optical signal is at the resonance wavelength of the ring without carrier injection, and a

small phase deviation δϕ caused by carrier injection can be linearized with cosδϕ�1�δϕ2/2, so that

T δϕð Þ¼ 1� 1

1 +
η

1�ηð Þ2 δϕ
2
¼ 1� 1

1 +
δN

ξ

� �2
(7.4.7)

where ξ¼ λ0
4πrnΔ

� 
1�ηð Þffiffi

η
p is a device and material-related parameter with nΔ¼δn/δN being the efficiency of

carrier induced index change, and δN being the carrier density change. Here we have used δϕ ¼
4π2rδn/λ0. Fig. 7.4.5 shows the optical signal transmission loss through the ringmodulator as the function

of the normalized injection carrier density δN/ξ. This highly nonlinear transfer function indicates that a

sharp reduction of transmission loss can be introduced by a relatively small change of the normalized
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FIG. 7.4.5

Optical signal transmission loss through the ring modulator as the function of normalized injection carrier density.
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carrier density. As an example, for a ring modulator operating at λ0¼1550nm with r¼6μm,Q¼105 (so

that η�0.9967), and nΔ¼2.1�10�21cm3, the value of ξ is approximately 1016cm2.

Assume a carrier lifetime τ for the p-i-n junction, with a step function current injection the carrier

density increase follows the standard charging function,

δN tð Þ¼NB 1�e�t=τ
� 

(7.4.8)

where NB is the final carrier density determined by the injection current level, and at t¼τ, the carrier
density reaches NB(1�e�1)�0.632NB. Fig. 7.4.6A shows the normalized carrier density δN/NB as the

function of the normalized time t/τ for the current turn-on transition.

Because of the nonlinear relation between carrier density and the signal transmission loss, the

switch on of the optical signal can be much faster than the carrier lifetime τ depending on the target

carrier densityNB. Fig. 7.4.6A shows the signal transmission loss as the function of the normalized time

with different NB levels. When the modulator is overdriving with NB much higher than ξ, the optical
signal switch-on time can be much shorter than the carrier lifetime τ.

Although we have only discussed intensity modulation with micro-ring modulators, it is also pos-

sible to realize complex optical I/Q modulation based on these devices (Zhang et al., 2008; Sacher and
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FIG. 7.4.6

(A) normalized carrier density as the function of the normalized time during injection current turn-on transition,

(B) signal transmission loss as the function of normalized time for different NB levels.
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Poon, 2009; Dong et al., 2012). This is because the optical field transfer function of a micro-ring is

complex, and carrier injection is able to change both the power transmission and the phase of the optical

signal. An I/Q modulator has been demonstrated with two micro-rings each on an arm of a Mach-

Zehnder interferometer structure.
7.5 OPTICAL MODULATORS USING ELECTRO-ABSORPTION EFFECT
As discussed in the last section, EO modulators made of LiNbO3 in an MZI configuration have good per-

formances in terms of highmodulation speed, low-frequency chirp, and the capability of providing complex

optical fieldmodulation. However, thesemodulators cannot bemonolithically integrated with semiconduc-

tor lasers due to the difference in the material systems. As a consequence, LiNbO3-based external modu-

lators are mostly standalone devices with input and output pigtail fibers, and the insertion loss is typically of

the order of 3 to 5dB. Difficulties in high-speed packaging and input/output optical coupling make LiNbO3

based modulators relatively expensive, and thus they are usually used in high-speed and long-distance op-

tical fiber systems. In addition, LiNbO3-based EO modulators are generally sensitive to the state of polar-

ization of the input optical signal; therefore, a polarization-maintaining fiber has to be used to connect the

modulator to the source laser. This prevents LiNbO3 modulators from performing re-modulation in loca-

tions far away from the laser source, where the state of polarization can be random.

Electro-absorption (EA) modulation can be made from the same type of semiconductor materials,

such as group III–V materials, as are used for semiconductor lasers. By appropriate doping, the band-

gap of the material can be engineered such that it does not absorb the signal photons and thus the ma-

terial is transparent to the input optical signal. However, when an external electrical voltage is reversely

biased across the pn junction, its bandgap will be changed to the same level of the signal photon energy,

mainly through the well-known Stark effect. Then, the material starts to absorb the signal photons and

converts them into photocurrent, similarly to what happens in a photodiode. Therefore, in an EA mod-

ulator the optical transmission coefficient through the semiconductor material is a function of the re-

versely applied voltage. Because EA modulators are made by semiconductor, they can usually be

monolithically integrated with semiconductor lasers, as illustrated in Fig. 7.5.1. In this example, the

DFB laser section is driven by a constant injection current IC to produce a constant optical power,

whereas the EA section is separately controlled by a reverse-bias voltage V(t) that determines the

strength of absorption.

The optical field transfer function of an EA modulator (EAM) can be expressed as

E0 tð Þ¼Ei exp �Δα V tð Þ½ �
2

L� jΔβ V tð Þ½ �L

 �

(7.5.1)
IC

Modulated output 

V(t) 

DFB laser section EA section 

FIG. 7.5.1

EA modulator integrated with a DFB laser source.
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FIG. 7.5.2

Phase and absorption coefficients of an EA modulator (Cartledge, 1998).
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where Δα[V(t)] is the bias voltage-dependent power attenuation coefficient, which originates from the

electro-absorption effect in reverse-biased semiconductor pn junctions. Δβ[V(t)] is the voltage-

dependent phase coefficient, which is introduced by the EO effect. L is the length of the EA modulator.

In general, both Δα and Δβ are strongly nonlinear functions of the applied voltage V. As an example,

Fig. 7.5.2 shows the attenuation and phase shift of a 600-μm long straight EA waveguide. Both of these

two curves are nonlinear functions of the applied voltage V, and they are determined by the material

bandgap structure, as well as the specific waveguide configuration.

In this EA modulator with a 600-μm long EA waveguide, the maximum extinction ratio is approx-

imately 5dB with 5-V applied voltage. Thus, a longer EA waveguide is required to achieve a higher

extinction ratio. From an application point of view, as EA modulators can be monolithically integrated

with semiconductor lasers on the same chip, they can be relatively low cost and more compact com-

pared to LiNbO3-based modulator. On the other hand, because both the absorption and the chirp pa-

rameters of an EA modulator are nonlinear functions of the bias voltage, the overall performance of

optical modulation is generally not as good as using a LiNbO3 external optical modulator based on

the MZI configuration. In practical applications, there is generally no optical isolator between the

semiconductor laser source and the integrated EA modulator, and thus optical reflection from an

EA modulator often affects the wavelength and the phase of the laser to some extent (Hashimoto

et al., 1992). Modeling of optical system performance based on an EA modulator has to take into

account this residual optical reflection as well as the nonlinear absorption and phase transfer functions.

Because the semiconductor-based waveguide used for the EA modulator introduces both electro-

absorption and signal optical phase change due to the applied electrical field, a Mach-Zehnder config-

uration can also be used to improve the extinction ratio and modify the chirp parameter of the modulator.

As the EAM waveguide cannot be forward biased, it is not possible to use the antisymmetric push-pull

biasing configuration as that used for dual-electrode LiNbO3 intensity modulator shown in Fig. 7.1.6.

Fig. 7.5.3 shows the configuration of adding an EA-modulator in a Mach-Zehnder interferometer

(MZI) configuration, in which the EAM is in one arm and a phase shifter in the other arm of theMZI. As

the phase shifter only provides a constant phase control, it can simply be accomplished by a thermal

heater. Because the EAM introduces transmission loss with the applied negative voltage, while phase

shifter does not, in order to achieve the optimum performance, both of these two directional couplers

should not equally split the signal optical power.



Ei E0

V(t)

Electrode

Electrode
EAM

Phase

Vb

Ea

Eb

Ec

Ed
Coupler 2Coupler 1

Back 
electrode

FIG. 7.5.3

Illustration of an intensity modulator (top view) based on an MZI configuration with one of the two arms made by

an EAM.
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Details of optical directional couplers have been discussed in Chapter 6, but simply based on energy

conservation, we can assume that the input-output relations of the first and the second splitters are

Ea=Eij j ¼ ffiffiffiffiffi
ε1

p
, Eb=Eij j ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

1� ε1
p

, Ec=E0j j ¼ ffiffiffiffiffiffiffiffiffiffiffiffi
1� ε2

p
, and Ed=E0j j ¼ ffiffiffiffiffi

ε2
p

respectively, where ε1 and
ε2 are power splitting ratios of the two couplers. This ensures that jEa j2+ jEb j2 ¼jEi j2 and

jEc j2+ jEd j2 ¼jE0 j2. The optical power transfer function of the modulator shown in Fig. 7.5.3 is then,

T Vð Þ¼E0 tð Þ=Ei tð Þ¼
ffiffiffiffiffiffiffiffiffiffi
A Vð Þ

p ffiffiffiffiffiffiffiffiffiffiffiffi
1� ε1

p ffiffiffiffiffi
ε2

p
ejΦEAM Vð Þ+ jΦEA0 +

ffiffiffiffiffi
ε1

p ffiffiffiffiffiffiffiffiffiffiffiffi
1� ε2

p
ejΦph Vbð Þ (7.5.2)

where A(V)¼e�Δα(V)L is the voltage-dependent power attenuation of EAM, ΦEAM(V)¼β(V)L is the

voltage-dependent phase delay of the EAM arms,ΦEA0 is an initial phase delay without the biasing volt-

age on the EAM arms, and Φph(Vb) is the phase delay of the phase shifter arm controlled by the biasing

voltage Vb. Ideally for the highest power transmission in the "on" state of the modulator with V¼0,

A(0)¼1, ΦEAM (0)¼0, and Φph(Vb)¼ΦEA0, we should have
ffiffiffiffiffiffiffiffiffiffiffiffi
1� ε1

p ffiffiffiffiffi
ε2

p
+

ffiffiffiffiffiffiffiffiffiffiffiffi
1� ε2

p ffiffiffiffiffi
ε1

p ¼ 1. Letffiffiffiffiffiffiffiffiffiffiffiffi
1� ε1

p ffiffiffiffiffi
ε2

p ¼K, Eq. (7.5.2) can be rewritten as (Ueda et al., 2014)

T Vð Þ¼E0 tð Þ=Ei tð Þ¼ ejΦEA0
ffiffiffiffiffiffiffiffiffiffi
A Vð Þ

p
KejΦEAM Vð Þ + 1�Kð ÞejΦph Vbð Þ�jΦEA0

n o
(7.5.3)

At the "off" state of the modulator, the ideal power transmission has to be zero. This requires that at the

driving voltage V¼Voff,

A Voff

� �
K2 ¼ 1�Kð Þ2 (7.5.4a)

that is, K¼ 1= 1 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A Voff

� �qh i
, and

ΦEAM Voff

� �
+ Φph Vbð Þ�ΦEA0

� �¼ π (7.5.4b)

Based on the data of attenuation and phase shift for the 0.6-mm long straight AOMwaveguide shown in

Fig. 7.5.2, Δα in [Neper/mm] and Δβ in [rad/mm] can be extracted as the functions of the applied volt-

age V as shown Fig. 7.5.4.

As an example, assume the EAM section of the waveguide is 1mm long, and the phase delay of the

phase shifter is Φph¼ΦEA0 (mod 2nπ), in order to satisfy the condition of Eq. (7.5.4b), the bias voltage
has to be Voff�2.44V. At this voltage, Δα(Voff)¼0.317, and the optimum coupler design should pro-

vide K¼0.5395. Based on these parameters, the optical power transfer function and phase transfer

function of the modulator can be calculated using Eq. (7.5.3), as shown in Fig. 7.5.5. The equivalent

Vπ value is 2.44V in this example.



FIG. 7.5.4

Attenuation parameter Δα in [Neper/mm] and phase parameter Δβ in [rad/mm] extracted from Fig. 7.5.2.

(A) (B) 

FIG. 7.5.5

Power transfer function (A) and phase transfer function (B) of EAM in a MZI configuration with Φph¼ΦEA0.

Dashed line in (A) shows the power transfer function of EAM along.
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As a biasing mechanism, an adjustable phase shifter on the opposite arm of the MZI is necessary to

compensate for the initial phase ΦEA0 of the EAM arm and its variation due to temperature change and

environmental variations. Fig. 7.5.6 shows the impact of phase error δΦ¼Φph�ΦEA0 on the power

transfer function and phase.



(A) 

(B) 

FIG. 7.5.6

Power transfer function (A) and phase transfer function (B) of EAM in an MZI configuration with Φph¼0 (solid

line), �π/10 (dashed line), �π/5 (dotted line), and �π/3 (dash-dotted line).

328 CHAPTER 7 EXTERNAL ELECTRO-OPTIC MODULATORS
The ideal performance of the modulator is obtained with δΦ¼0, which allows the maximum ex-

tinction of the optical signal at Voff¼2.44V in this example. For an increase or decrease of δΦ, the
extinction ratio will be reduced as the voltage Voff corresponding to the minimum transmission will

have to be changed to satisfy Eq. (7.5.4b), while the requirement of Eq. (7.5.4a) is longer satisfied.

Because both phase modulation and intensity modulation of an EAM are nonlinear functions of the

applied voltage as shown in Fig. 7.5.4, the intensity modulator based on the MZI configuration also has

a voltage-dependent chirp parameter. Based on the definition of modulation chirp in Eq. (7.1.22), the

chirp parameter of the MZI modulator based on EAM can be obtained by

αlw ¼ 2 T2
�� ��d angle Tð Þ½ �=dV

d T2j j=dV

where T(V) is the transfer function of the modulator. Based on the intensity and phase transfer functions

shown in Fig. 7.5.5, the chirp parameter of the device discussed in this example is shown in Fig. 7.5.7.

An obvious singularity of modulation chirp happens at approximately V¼3.8V where the power trans-

fer function has a local maximum as shown in Fig. 7.5.5A so that the differential power is zero, while

the differential phase d[angle(T)]/dV is nonzero at this voltage.

The device has the highest chirp parameter of approximately 10 at Von¼0V because d jT2 j/dV is

small in the low voltage region. The chirp parameter reduces monotonically and it is approximately

zero at Voff¼2.44V because d jT2 j/dV approaches infinity at that voltage.
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FIG. 7.5.7

Chirp parameter as the function of the applied voltage

3297.6 SUMMARY
7.6 SUMMARY
In this chapter, we have discussed external optical modulators for optical communications, which in-

clude phase modulator, intensity modulator and complex optical field modulator. A complex optical

field modulator is able to modulate both amplitude and phase of the optical signal independently.

EO modulators based on LiNbO3 are most popular in high-speed fiber-optic communication trans-

mitters because the LiNbO3 crystal has a high EO coefficient and low attenuation in the optical com-

munication’s wavelength. The refractive index of an EOmaterial is dependent on the applied electrical

field, so that an EO phase modulator can be straightforwardly made by a waveguide of the EO material

with appropriate electrodes to introduce the electric field through biasing voltage. An EO intensity

modulator can be made by converting optical phase modulation into intensity modulation through

an optical interferometer such as a Mach-Zehnder interferometer (MZI).

For an EO intensity modulator, the intensity modulation on the optical signal is often associated

with an optical phase modulation, and the ratio between them is known as the modulation chirp. Chirp

parameter of an EO modulator depends on the material as well as the optical circuit configuration.

Zero-chirp EO intensity modulator can be made with antisymmetric voltage applied on the two arms

of a balanced MZI. Optical single-sideband modulation can be achieved by exploiting the relation be-

tween amplitude and phase modulation in a dual-drive MZI-based EO intensity modulator. Indepen-

dent modulation of amplitude and phase of the optical signal is also possible by using a device of three

combined MZIs, known as the in-phase/quadrature (I/Q) modulator. An I/Q modulator enables the

modulation of the complex optical field as a vector, which is one of the key enabling technologies

for coherent optical communication systems where both optical amplitude and phase are used simul-

taneously to carry the information.

With the rapid advance in silicon photonics for photonic integration, silicon-based micro-ring mod-

ulators have been demonstrated. Thanks to the low loss of the silicon waveguides in the 1550nm optical

communications wavelength window, high Q micro-rings have been fabricated on the silicon-on-

insulator (SOI) platform. Silicon waveguides can bemade into p-i-n junctions through impurity doping,

which allows the carrier density modulation through carrier injection. The major advantages of the
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silicon-based micro-ring modulator include a small size suitable for photonic integration, and lowmod-

ulation voltage that helps reducing electric power consumption. However, because the high-Q ring res-

onance wavelength is very sensitive to the temperature, feedback control through thermal tuning is

usually required to stabilize the operation condition.

The electro-absorption (EA) modulator is another popular type of modulator used in optic commu-

nications. EA modulators are based on the effect of optical absorption when a semiconductor pn-

junction structure is reversely biased. Because an EA modulator can be monolithically integrated with

a semiconductor laser on the same material platform, both the cost and the footprint of an optical trans-

mitter can be significantly reduced compared to that using a LiNbO3 modulator. However, the extinc-

tion ratio of an EA modulator made of a single EA waveguide can be limited by the relatively low unit

length absorption. An EA modulator can also be placed in a MZI configuration to increase the extinc-

tion ratio. Because of the nonlinear relations of phase delay and attenuation with the applied voltage,

the chirp parameter can often be voltage dependent.

In an optical communication system, the selection of optical modulator depends on a number of

factors including modulation speed, device size, driving electric signal voltage requirement, as well

as the device cost. LiNbO3-based Mach-Zehnder modulators usually have the best performance but

are most expensive, and thus they are commonly used in high-speed- and long-distance optical trans-

mission systems. In recent years, microstructure COMS compatible LiNbO3 modulator fabrication

technologies have been developed (Mercante et al., 2016; Rao and Fathpour, 2018), which made this

material platform even more promising. The electro-absorption modulator (EAM) has cost advantage

compared to a LiNbO3-based modulator, but with reduced performance. Silicon micro-ring modulators

are most suitable for parallel photonic interconnection, which may require large number of wavelength

and spatial channels in a photonic integrated circuit.
PROBLEMS
1. For an EO-phase modulator operating in 1550nm wave, assume the EO coefficient is

αEO�1.5�10�10V/m, electrode length is L¼10mm, and the separation between�electrodes is

d¼10μm (LiNbO3 waveguide is sandwiched between the two electrodes), what is the voltage

required to change the optical phase by π radians?

2. An EO intensity modulator in a symmetric Mach-Zehnder configuration is shown in the following

figure. Only one of its two arms is phase modulated by a microwave source.
Pin(t) = |Ein(t)|2 Pout(t) = |Eout (t)|2

If a chirp parameter is defined by α¼ 2Pout
dΦc tð Þ=dt
dPout tð Þ=dt, where Pout(t) is the output optical power and

Φc(t) is the phase of the output optical field.
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(a) Express the chirp parameter as a function of ϕ. (ϕ is the phase delay difference between the two

arms). If the modulator is biased at ϕ¼π/2, what is the small-signal modulation chirp?

(b) Is it possible to change the sign of the chirp with the same device? How it can be accomplished?

3. An EO intensity modulator in a Mach-Zehnder configuration is shown in the following figure.

However, one of the two branches of the Mach-Zehnder interferometer has a loss 0<η<1, so that

the input-output field relation is E0¼0.5(ejϕ1+ηejϕ2)Ei.
Please derive an expression of the extinction ratio (defined by the ratio of the maximum and the

minimum power transmission) of this modulator as the function of η. Please also plot the extinction
ratio in [dB] as the function of η for 0.5<η<1.
E0Ei

V 

Electrode 

Electrode 

4. An EO intensity modulator in an asymmetric Mach-Zehnder configuration is shown in the

following figure. Both of its two arms are phase modulated by the same microwave source but with

opposite polarities. The length of the two electrode are not the same; they are L and xL, respectively,
with 0<x<1.
Pout EoutPin Ein

+ V

–V

The chirp parameter is defined by α¼ 2Pout
dΦ tð Þ=dt
dPout tð Þ=dt, where Pout(t) is the output optical power and

Φ(t) is the phase of the output optical field. Suppose the modulation index is infinitesimal and the

modulator is biased at the quadrature point (where the intensity modulation has the maximum ef-

ficiency), find the relationship between the chirp parameter and the parameter x. If x¼0.5, what is

the chirp parameter?

Note: In the expression α¼ 2Pout
dΦ tð Þ=dt
dPout tð Þ=dt, Pout is the output power at the defined bias point.

5. A Mach-Zehnder EO intensity modulator with Vπ¼5V is biased at the quadrature point, and the

driving RF signal is V(t)¼Vmcos(Ωt). The modulated signal optical power is detected by a

photodiode as shown in the following figure.
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tVtV m

(a) For a modulation index of m¼Vm/Vπ¼0.25, what are the ratios of the second- and the third-

order harmonics with respect to the fundamental frequency component in the RF power spectral

density, which can be measured by the RF spectrum analyzer?

(b) Instead of biasing at the quadrature point, the DC biasing is now moved to ϕ0¼π/6, but still
with m¼0.25. Find the RF powers of the second- and the third-order harmonics with respect to

that of the fundamental frequency component.

6. Consider an ideal EOmodulator based on aMZI configuration with balanced dual-electrode. Assume

an RF hybrid coupler (θ°) is used as illustrated in the following figure with the input RF signals

v1(t)¼Vmcos(Ωt) and v2(t)¼Vmcos(Ωt+θ). The laser diode has 1mW average optical power.
v t

v t

V t

If the modulator is biased at the quadrature point of the power transfer function with Vm¼0.2Vπ and

θ¼π/2, please find the optical powers of the 0th,�1,�2, and�3 harmonics of the optical spectrum.

7. Repeat problem 6, but with the modulator biased at the minimum power transmission point, that is,

ϕ01¼π in Eq. (7.2.2).

8. Consider an ideal MZI-based EO I-Q modulator biased at the minimum power transmission point.

The input optical signal frequency is ω0 and the two RF driving waveforms are v1(t)¼A1cos(Ωt)
and v2(t)¼A2 sin(Ωt). What are the frequencies of major components of the modulated optical

spectrum and their relative amplitude?

9. Consider an ideal EO I-Q modulator based on an MZI configuration shown below.
v  

v  

Ei E  

Vp  

(1) Create two independent binary pseudorandom data sequences at 2-Gb/s data rate in the time

domain.
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(2) Up-convert these two data sequences onto the upper and the lower sidebands of the output

optical spectrum with a 5-GHz RF carrier frequency.

(3) Plot the modulated optical spectrum.

10. Consider an electro-absorption (EA) modulator made of a straight semiconductor waveguide. The

optical absorption and phase shift coefficients of the semiconductor material can be expressed in

polynomial forms as Δα(V)¼ �0.015V3�0.05V [mm�1] and Δβ(V)¼0.2V2�V in [rad/mm],

respectively, with reference to Eq. (7.5.1).
(a) Assume that the waveguide length is 2mm, for a binary modulation with the two voltage

levels of 0 and �5V, what is the power extinction ratio of the modulated optical signal?

(b) Plot the chapter factor (also known as the linewidth enhancement factor) defined in

Eq. (7.1.22) as the function of the applied voltage in the range of �5V
V
0.
11. Consider a Mach-Zehnder modulator with EA waveguide in one of the two arms as shown in the

following figure. Both couplers have 50% power splitting ratio. The optical absorption and phase

shift coefficients of the semiconductor material can be expressed in polynomial forms as

Δα(V)¼ �0.1V3 [mm�1] and Δβ(V)¼ �V in [rad/mm], respectively, with reference to

Eq. (7.5.1). EA waveguide length is L¼3mm.
(a) By setting a proper DC bias voltage Vb, the differential phase delay between the two arms is

zero at Va¼0 so that modulator power transfer function jE0/Ei j2¼1. At Δβ(Va)L¼π, what is
the modulator power transfer function?

(b) Changing the DC bias voltage Vb, so that the differential phase delay between the two arms is

π at Va¼0 so that modulator field transfer function jE0/Ei j2¼0. At Δβ(Va)L¼π, what is the
modulator power transfer function?
Ei E0

Va

Electrode 

Electrode 
EAM 

Phase 

Vb

50% Back 
electrode 

50% 

12. Derive Eq. (7.4.3), which relates the required relative refractive index change to introduce a

resonance wavelength change by a linewidth δλ.

13. Based on Eqs. (7.4.7) and (7.4.8), determine the requiredNB/ξ so that the turn-on time (determined

by <3dB loss) for the optical signal is 0.2τ.
14. Consider a silicon ring modulator with the waveguide group index ng¼4.3, ring radius r¼8μm,

and the quality factor Q¼2�104. The operation wavelength is in the 1550nm window.
(a) What are resonance wavelengths within the wavelength window ranging from 1528 to 1565nm?

(b) Choose the signal wavelength is at the center resonance wavelength of the window.

The efficiency of carrier induced complex index change for the silicon waveguide is

Δng/ΔN¼ � (2.1� j0.4)�10�21cm3, where the imaginary part of Δng represents the loss,

and ΔN is the carrier density change. Find the required carrier density change that shifts the

resonance wavelength by 3δλ with δλ the resonance linewidth. What is the loss for the optical

signal at this level of carrier injection?
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INTRODUCTION
Optical communication is one of the most important applications of fiber-optic technology. The intro-

duction of optical fiber into communications revolutionized the entire telecommunications industry.

The wide transmission bandwidth and low propagation loss make optical fiber an ideal medium for

transmission. Nowadays, almost 100% of long-distance communication traffic is carried by optical

fibers all over the world. Fiber-optic technology is the backbone of the modern internet carried by

high-speed communication and data networks including wide area, metro area, and access networks.

With the knowledge of optical components discussed in the previous chapters, we discuss how to
uction to Fiber-Optic Communications. https://doi.org/10.1016/B978-0-12-805345-4.00008-1
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construct optical communication systems in this chapter based on these basic building blocks, and the

characterization of system performance.

The physical layer of an optical fiber transmission system comprises a transmitter, a line system,

and a receiver. The transmitter provides a means of uploading the electrical signal to be transmitted

onto an optical carrier, known as electrical to optical (E/O) conversion. The line system delivers

the modulated optical carrier to the receiver, which can be as simple as a length of optical fiber as

the transmission medium, or as complex as a multi-span, optically amplified, and switched optical net-

work with wavelength-division multiplexing (WDM). The receiver detects the optical carrier and

down-converts the information from the optical carrier back to the electrical domain, known as optical

to electric (O/E) conversion. Information on the optical carrier can either be analog or digital. While

analog modulation is used for a number of applications including cable TV or radio-over-fiber, digital

modulation has clear advantages for high-speed and long-distance transmission. We discuss the fun-

damentals of binary modulation in this chapter which is the simplest yet the most often used modulation

format for digital transmission systems and communication networks, and leave the discussion of high

order modulation formats to Chapter 10.

The fidelity of digital transmission is quantified by the bit error rate (BER). The BER is defined as

the fraction of transmitted data that is mistakenly decoded by the receiver, which is a function of the

system quality factor,Q. The quality factorQ is an electrical domainmeasure determined by the ratio of

the separation of digital states to the noise associated with the states. Both the numerator and the

denominator of Q can be partitioned into contributions whose sources are objects of system design.

Examples include accumulated optical noise generated by optical amplifiers, signal optical power,

polarization-dependent loss (PDL), and polarization mode dispersion (PMD), receiver and transmitter

transfer function, accumulated chromatic dispersion, and nonlinear propagation noise and distortion.

Commercial optical systems are designed to operate with a BER lower than a specified maximum

value over their lifetime. For example, a maximum BER of 10�15 is commonly allowed for fiber links

spanning cities, continental, and intercontinental distances. Such links are often designed with forward

error correction (FEC) wherein overhead bits encoded with the data payload in such a way as to allow

limited correction of errors upon decoding at the receiver (Kumar et al., 2002). There is a wide range of

FEC implementations offering a variety of correction capabilities and efficiencies. These FEC algo-

rithms can deliver corrected BER as low as 10�15 based on received data with uncorrected (raw)

BER as high as 10�3.

Although fundamental communication protocols, modulation formats, and performance evaluation

criteria are applicable, optical fiber communication has unique characteristics due to its high data rate

and the special system properties due to the use of optical fibers. Understanding basic properties of

optical systems and the underline physical mechanisms is very important in the design, development,

and installation of fiber-optic transmission systems, subsystems, and networks.

In this chapter we describe basic parameters defining the performance of optical transmission sys-

tems. Although the description is focused on intensity-modulated direct detection (IMDD) systems

with binary coding, most of the techniques and their fundamental principles are applicable to other

types of modulation formats.

Section 8.1 provides an overview of digital optical transmission systems and their performance

specifications, such as BER, the quality factor (Q), and their relation for binary modulated systems.

Section 8.2 introduces the definitions of receiver sensitivity and the required optical signal-to-noise

ratio (ROSNR). In practical applications, receiver sensitivity is an evaluation criterion useful for
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optical systems whose performance are limited by noise generated in the receiver, whereas ROSNR is a

criterion often used for systems with inline optical amplifiers in which performance is mainly deter-

mined by the OSNR of the optical signal. Section 8.3 discusses the impact of noise and waveform dis-

tortion in the performance of an optical system. While noises, such as thermal noise, shot noise, and

signal ASE beat noise, are random, waveform distortion which may be caused by limited bandwidth of

the transmitter and receiver, as well as fiber chromatic dispersion, is usually deterministic. Thus, their

impacts on the closure of eye diagram and the reduction ofQ-factor are different. Section 8.4 introduces
the concept of WDM, which allows dramatic increase of fiber system capacity by the use of multiple

wavelength channels. Finally Section 8.5 discusses various linear and nonlinear sources of system per-

formance degradation, and ways to quantify and model their impacts.
8.1 BER VS. Q-VALUE FOR BINARY MODULATED SYSTEMS
BER and quality factor (Q-value) are most important parameters describing the quality of digital sig-

nals at a telecommunication receiver, and these two parameters are related. In this section, we discuss

the definition, the implication, and the limitation of these two parameters.
8.1.1 OVERVIEW OF IMDD OPTICAL SYSTEMS
The simplest yet very often used digital optical transmission systems are based on binary modulation.

In the intensity modulation and direct detection (IMDD) mode, data are encoded on the optical power

emitted from the transmitter, and the transmitter output has two digital states that are usually chosen to

be light-pass (mark) and light-block (space). At the receiver, the signal optical power is converted into a

photocurrent by means of a photodiode, in which the photocurrent is linearly proportional to the optical

power received. This conversion eliminates wavelength information as well as the phase noise of the

optical carrier at the receiver. The digital data can also be encoded as frequency or phase of the optical

carrier, such as frequency shift key (FSK) and phase shift key (PSK). However, because the photocur-

rent of a photodiode is only proportional to the signal optical power, frequency or phase decoders have

to be included in the optical receivers before the photodiodes in these systems, so that the data embed-

ded in the phase or frequency of the optical carrier can be recovered.

A block diagram of data flow through the components of an IMDD link is shown in Fig. 8.1.1A.

A data sequence to be transmitted is first encoded with FEC algorithm, and the encoded binary data

stream, is electrically amplified by a driver and applied on to an O/E converter. Fig. 8.1.1B shows an

example of ideal binary data sequence with 10Gb/s data rate where the bit length is 100ps. The O/E

conversion can be accomplished with a direct-modulated laser diode whose output optical power is

linearly proportional to the applied electric current as described in Chapter 3, or through an external

electro-optic modulator whose transmission loss is related to the applied electric voltage as described in

Chapter 7. The modulated optical signal is then launched into an optical fiber system for transmission.

The fiber system can be as simple as a length of optical fiber, or multiple spans of fibers with optical

amplifiers to compensate the transmission loss of the fiber. An O/E converter at the receiver detects the

received optical signal and converts it into an electric current. The O/E converter can be a simple pho-

todiode for direct detection of the intensity-modulated optical signal. For frequency or phase-

modulated optical signals, appropriate frequency, or phase-sensitive optical components have to be
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employed before the photodiode to extract the information. Because of the impairments throughout the

modulation transmission and photodetection, the electric current signal from the O/E converter will be

distorted and noisy compared to the transmitted waveform, as illustrated in Fig. 8.1.1C. In the digital

receiver, the clock has to be recovered from the corrupted waveform through narrowband filtering and

phase-locking, and this recovered clock is used to determine the moment within each bit period when

the decision has to be made. Fig. 8.1.1D shows the eye diagram obtained by folding the waveform of

Fig. 8.1.1C into a time window of 2 bits, where TD is the decision time, and vth is the decision threshold.
Within a bit period, if the instantaneous amplitude of the received waveform is higher (or lower)

than the threshold vth at the decision time TD, that bit is then recognized as “1” (or “0”). This decision

process converts the analog waveform back into a digital data sequence as shown in Fig. 8.1.1E, and

ideally it should be identical to the original binary data sequence shown in Fig. 8.1.1B. But in practice,

decision errors may happen by misreading “0” as “1” or vise versa. A proper system design is to min-

imize these errors under various application scenarios and sources of performance degradation.
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FIG. 8.1.1

Schematic diagram of data flow through the components of an IMDD link. (A) Block diagram of an optical

transmission system, (B) ideal binary data sequence, (C) distorted signal waveform after transmission,

(D) eye-diagram of the received signal, and (E) recovered data sequence after the decision circuit.
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In short-distance and low-speed optical systems without inline optical amplifiers, the system per-

formance is often limited by the signal optical power level that reaches the receiver. Receiver sensi-

tivity is defined as the minimum signal optical power required at the receiver to achieve the targeted

BER. If the signal optical power is too low at the receiver, the noise generated by the receiver would

make the signal-to-noise ratio (SNR) unacceptable. For high-speed long-distance optical systems

employing multiple inline optical amplifiers, signal waveform distortion and accumulated ASE noise

throughout the transmission system may become major limitations in the transmission distance. In

this case, receiver sensitivity is no longer a relevant parameter to specify an optical receiver. Instead,

the receiver should be qualified by its ability to resist the influences of waveform distortion and

optical noise.

One of the most important sources of linear performance impairments in high-speed fiber-optic

transmission system is the chromatic dispersion of optical fiber. For a standard single-mode fiber,

the chromatic dispersion at a 1550nm wavelength is on the order of 17ps/nm-km. This limits the trans-

mission distance of a 10Gb/s IMDD optical system to about 100km. Beyond which the intersymbol

interference (ISI) due to chromatic dispersion will introduce significant waveform distortion shown

as the closure of the signal eye diagrams. Dispersion shifted fibers (DSFs) have been developed to

minimize this problem, but they were later found unsuitable for WDM systems due to the increased

nonlinear crosstalk between different wavelength channels.

Dispersion compensation (DC) has emerged as an effective way to overcome the dispersion-

induced waveform distortion and to extend the maximum transmission distance. This is usually accom-

plished using dispersion-compensating modules (DCMs) that have the opposite sign of dispersion of

the transmission fiber. DCM can be made by dispersion-compensating fibers (DCFs) or by passive op-

tical devices such as fiber Bragg gratings. The overall accumulated dispersion in a transmission system

can be reduced to an acceptable level with proper system design and dispersion compensation. InWDM

systems with large numbers of channels, different wavelengths may experience different levels of dis-

persion due to the dispersion slope in optical fibers. In this case, slope compensation has also to be

applied for high-speed optical transmission to equalize the performance of all WDM channels. Adding

a dispersion compensator in each fiber span has become a standard industrial practice for long-distance

optical systems. In fact, a dispersion compensator can often be packaged into an inline optical amplifier

module to simplify optical system implementation. The disadvantage of DC in optical domains is the

increased optical attenuation due to DCM, which requires a higher level of optical amplification in the

system to compensate for this additional loss. This increased gain requirement of optical amplifiers will

in turn generate more ASE noise, which tends to degrade optical SNR in the receiver.

In an amplified multispanWDM optical system with a large number of wavelength channels, inter-

channel crosstalk is another important concern, especially when the system has a large number of spans

and the signal optical power level at the begining of each span is high enough. In addition to linear

crosstalk that might be caused by leakage from optical filters and switches, nonlinear crosstalk is

especially notorious because it cannot be eliminated by improving the qualities of optical components.

The major sources of nonlinear crosstalk in high-speed optical transmission systems include cross-

phase modulation (XPM), four-wave mixing (FWM), and Raman crosstalk. Understanding the mech-

anisms of various system performance degradation is essential for the system design, optimization, and

performance specification.

An important way to reduce performance degradation due to linear and nonlinear impairments in

fiber-optic systems is to use advanced modulation formats. In general, an optical signal with longer
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pulse duration and (or) narrower spectral width would suffer less from chromatic dispersion. Multilevel

modulation (Waklin and Conradi, 1999), phase-shaped binary (PSB) modulation (Penninckx et al.,

1997), and digital subcarrier multiplexing (Hui et al., 2002) have been used to reduce the impact of

chromatic dispersion because of their reduced spectral width. More recently, electrical domain digital

signal processing (DPS) was applied to reduce transmission impairments, which has the potential to

completely eliminate the requirement of optical domain DC (McNicol et al., 2005). While advanced

modulation formats and DSP-based optical systems will be discussed in Chapters 10 and 11, this chap-

ter focuses on the discussion of most fundamental parameters that specify the quality of an optical

transmission system.

In an optical network scenario, data are usually encapsulated in a digital wrapper that can be used to

record content partitioning, source and destination, enable synchronization, time-domain partitioning,

performance monitoring, fault isolation, internodal communication, and the algorithm of FEC, to name

a few. Additional overhead may be added to simplify clock recovery. These essential network func-

tionalities increase the overall line rate (equivalently bandwidth) for a given data rate. Depending on

transmission standard and FEC algorithm used, such overhead can possibly add up to 25% to the line

rate, but it is typically 3%–7% in practice. Even though the data and overhead are often scrambled to

regulate pattern length, in some cases the framing structure (which is not scrambled) can contain long

patterns, which place demands on the receiver low-frequency response and clock recovery circuits. For

example, long pseudorandom bit sequences (PRBS), such as 231�1, have to be used in transmission

experiments to properly exercise the pattern dependence of a link.
8.1.2 RECEIVER BER AND Q
BER is a fundamental measure of digital communication system quality. BER is essentially an error

probability of digital bits in the received signal; it is also known as bit error probability. By definition,
BER is

BER¼BitError
BitTotal

(8.1.1)

where BitError is the number of misinterpreted bits by the receiver and BitTotal is the total number of

received bits. Both the misinterpreted bits and the total received bits are measured within a certain time

window ΔT, which is referred to as gating time.
A useful alternative to the estimation of BER is the systemQ value. It is a quality factor determined

by the ratio of separation between implemented digital states and the approximate Gaussian noise as-

sociated with those states at the receiver. In an optical receiver, after photodetection and a transimpe-

dance preamplifier (TIA), the time-dependent voltage signal is presented to a decision circuit. This

latter is typically a gated threshold device synchronized to the recovered clock. The decision circuit

reports a logical one for signal voltage above a reference, threshold, value, and a logical zero otherwise.
A decision is made at each clock cycle. This scheme is shown in Fig. 8.1.2. An eye diagram, formed by

overlapping consecutive segments of the received electrical waveform, shows the site in phase (hor-

izontal axis) and in voltage (vertical axis) of the decision instant and threshold, respectively. Depending

on receiver design, the decision instant and threshold might be optimized once at start of life or in a

continuous and automatic manner dictated by a performance cost function.
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In the eye diagram shown in Fig. 8.1.2, the spread of the voltage values above and below threshold

at the sampling instant is attributable to both the waveform distortion caused by ISI and random noises.

Sources of ISI include channel memory stemming from receiver and transmitter transfer functions,

linear and nonlinear propagation effects such as residual chromatic dispersion, PMD, SPM, XPM,

and FWM discussed in Chapter 2, and optical filter transfer functions. Random noises can be caused

by photodiode thermal noise and shot noise, as well as signal-ASE beat noise and ASA-ASE beat noise

as described in Chapter 5. Phase delay variations within the information bandwidth contribute to

spreading at eye crossings, usually located ½ a clock cycle from the decision instant. This spreading

is a constituent of timing jitter.
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Illustration of bit decision in a binary receiver.
Fig. 8.1.3 shows the probability distribution function (PDF) of the eye diagram so that we can derive

the fundamentals of BER and Q-value calculations. In fact, BER is a conditional probability of receiv-

ing signal y while the transmitted signal is x, P(y/x), where x and y can each be digital 0 or 1. Since the
transmitted signal digital states can be either 0 or 1, we can define P(y/0) and P(y/1) as the PDFs of the
received signal at state y while the transmitted signals are 0 and 1, respectively. Suppose that the prob-

ability of sending digital 0 and 1 are P(0) and P(1) and the decision threshold is vth; the BER of the

receiver should be

BER¼P 0ð ÞP v> vth=0ð Þ +P 1ð ÞP v< vth=1ð Þ (8.1.2)
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where v is the received signal level. In most of the binary transmitters, the probabilities of sending

0 and 1 are the same, P(0)¼P(1)¼0.5. Also, Gaussian statistics can be applied to most of the noise

sources in the receiver as a first-order approximation,

PGaussian vð Þ¼ 1

σ
ffiffiffiffiffi
2π

p exp � v�vmð Þ2
2σ2

 !
(8.1.3)

where σ is the standard deviation and vm is the mean value of the Gaussian probability distribution.

Then the probability for the receiver to declare 1 while the transmitter actually sends a 0 is

P v> vth=0ð Þ¼ 1

σ0
ffiffiffiffiffi
2π

p
ð∞

vth

exp � v�v0ð Þ2
2σ20

 !
dv¼ 1ffiffiffiffiffi

2π
p

ð∞

Q0

exp �ξ2

2

� �
dξ (8.1.4)

where σ0 and v0 are the standard deviation and the mean value of the received signal photocurrent at

digital 0, ξ¼ (v�v0)/σ0 and

Q0 ¼ vth�v0
σ0

(8.1.5)
FIG. 8.1.3

Probability distribution function (PDF) of the eye diagram.
Similarly, the probability for the receiver to declare 0 while the transmitter actually sends 1 is

P v< vth=1ð Þ¼ 1

σ1
ffiffiffiffiffi
2π

p
ðvth

�∞

exp � v1�vð Þ2
2σ21

 !
dv¼ 1ffiffiffiffiffi

2π
p

ð∞

Q1

exp �ξ2

2

� �
dξ (8.1.6)

where σ1 and v1 are the standard deviation and the mean value of the received signal photocurrent at

digital 1, ξ¼ (v1�v)/σ1 and

Q1 ¼ v1�vth
σ1

(8.1.7)
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According to Eq. (8.1.2), the overall error probability is

BER¼ 1

2
P v> vth=0ð Þ+ 1

2
P v< vth=1ð Þ¼ 1

2
ffiffiffiffiffi
2π

p
ð∞

Q0

exp �ξ2

2

� �
dξ+

ð∞

Q1

exp �ξ2

2

� �
dξ

8><
>:

9>=
>; (8.1.8)

where P(0)¼P(1)¼0.5 is assumed.

Mathematically, a widely used special function, the error function, is defined as

erf xð Þ¼ 2ffiffiffi
π

p
ðx

0

exp �y2
� �

dy (8.1.9)

and a complementary error function is defined as

erfc xð Þ¼ 1�erf xð Þ¼ 2ffiffiffi
π

p
ð∞

x

exp �y2
� �

dy (8.1.10)

Therefore Eq. (8.1.8) can be expressed as complementary error functions:

BER¼ 1

4
erfc

Q0ffiffiffi
2

p
� �

+ erfc
Q1ffiffiffi
2

p
� �� �

(8.1.11)

Since both Q0 and Q1 in Eq. (8.1.11) are functions of the decision threshold vth, and usually the

lowest BER can be obtained when P(0)P(v>vth/0)¼P(1)P(v<vth/1), we can simply set Q0¼Q1,

which is

vth�v0
σ0

¼ v1�vth
σ1

Or equivalently

vth ¼ v0σ1 + v1σ0
σ0 + σ1

(8.1.12)

Under this “optimum” decision threshold, Eqs. (8.1.5) and (8.1.7) are equal and

Q¼Q1 +Q2 ¼ v1�v0
σ1 + σ0

(8.1.13)

The BER function in Eq. (8.1.11) becomes

BER¼ 1

2
erfc

Qffiffiffi
2

p
� �

(8.1.14)

This is a simple but very important equation that establishes the relationship between BER and the

receiver Q-value, as shown in Fig. 8.1.4. As a rule of thumb, Q¼6, 7, and 8 correspond to the

BER of approximately 10�9, 10�12, and 10�15, respectively.
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BER as a function of receiver Q-value.
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Note that the relationship between the BER and the Q-value shown in Eq. (8.1.14) is based on a

Gaussian noise assumption. In practical systems, the statistics of noise sources are not always Gaussian.

For example, shot noise is a Poisson process whose PDF follows a Poisson distribution (Personick,

1977). Another note is that the received photocurrent at digital 0 should never be negative because

the received optical power is always positive. Therefore, the tail of the PDF should be limited to

the positive territory and a Rayleigh distribution may be more appropriate to describe the noise statis-

tics associated with digital 0. Nevertheless, Gaussian approximation is widely adopted because of its

simplicity.

In the Gaussian approximation discussed so far, we have assumed that the eye diagram only has a

single line at the digital 1 level and another single line at the digital 0 level. In practice, the eye diagram

may have many lines at each digital level due to pattern-dependent waveform distortion. A normalized

eye diagram is recast in Fig. 8.1.5. This diagram plots the normalized signal voltage which is linearly

proportional to the optical power waveform at the receiver. Associated with each of the noise-free lines

of the eye diagram is an approximately Gaussian noise distribution that is generated from a handful of

independent processes. The aggregate noise power distributions at the sampling instant (within the jit-

ter window) are drawn on the right side of the figure. The jitter window is determined by the quality of

clock recovery, which is an uncertainty on the decision phase. The noise distribution on transmitted 1 s

is typically wider than the distribution on transmitted 0 s due to the signal dependence of some of the

noise processes.
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Statistic distribution of noise when the eye diagram is distorted. Smooth lines represent noise-free eye diagram in

which eye closure is caused by waveform distortion.
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Noise processes also depend on receiver optical-to-electrical conversion technology. For example,

a receiver based on a PIN photodiode has different noise properties than an avalanche photodiode

(APD)-based optical receiver. In optically amplified systems, the presence of ASE noise generated

from optical amplifiers makes the receiver performance specification and analysis quite different from

unamplified optical systems.
8.2 IMPACTS OF NOISE ANDWAVEFORM DISTORTION ON SYSTEM Q-VALUE
Eq. (8.1.13) is a general definition of receiver Q-value under Gaussian noise approximation, and it is

the ratio between the signal eye opening and the total noise at the decision time. Although both the

waveform distortion and the random noise directly affect the system performance, the ways of their

impacts on the receiver Q-value are different.
8.2.1 Q-CALCULATION FOR OPTICAL SIGNALS WITHOUT WAVEFORM DISTORTION
Let us first consider a system without waveform distortion so that theQ-value is only determined by the

accumulated noise at the receiver. In such an ideal case, the eye diagram is wide open with P1 the av-

erage optical power corresponding to the signal “1” level, and P0¼0 the signal “0” level at the decision

time of each bit. Thus, the Q-value is

Q¼ v1�v0
σ1 + σ0

¼ MℜP1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2th + σ

2
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where, ℜ is the responsivity of photodiode, M is the APD gain if an APD is used (M¼1 for a PIN

photodiode), and Be is the receiver electric bandwidth.

σ2th ¼ 4kT=RL (8.2.2)

σ2sh ¼M2FM � 2qℜP1 (8.2.3)

σ2dk ¼M2FM � 2qIdk (8.2.4)

σ2S�ASE ¼M2FM � 2ℜ2P1ρASE (8.2.5)

σ2ASE�ASE ¼M2FM �ℜ2ρ2ASEB0=2 (8.2.6)

σ2RIN ¼M2FM � 2ℜP1 �RIN (8.2.7)

These six equations represent single-sided power spectral densities of thermal noise, shot noise, dark

current noise, signal-ASE beat noise, ASE-ASE beat noise, and relative intensity noise (RIN), respec-

tively. RL is the load resistance, k is the Boltzmann’s constant, T is the absolute temperature, q is the

electron charge, Idk is the photodiode dark current, RIN is the relative intensity noise of the laser source

defined by Eq. (3.3.42), B0 is the optical filter bandwidth, and ρASE is the accumulated ASE noise

optical power spectral density at the input of the photodiode. FM is the noise figure of APD which

is dependent on the APD gainM. If a photodiode (instead of an APD) is used,M¼1 and FM¼1. Among

these noise sources, short noise, signal-ASE beat noise and laser RIN are proportional to the signal

optical power, so that they are categorized as signal-dependent noise. Whereas, thermal noise, dark

current noise, and ASE-ASE beat noise are independent of the signal optical power so that they are

referred to as signal-independent noise. Note that signal-dependent noise terms do not exist in the

σ0 term in this ideal case without waveform distortion because the associated signal optical power

is P0¼0.

In the characterization of an optical system, it is always more convenient to measure the average

power than measuring the instantaneous power at signal “1”s. For the majority of binary modulated

optical signals, the probabilities of “0”s and “1”s in the signal are approximately equal, and they

are both 50%. If P0¼0, and Pave is the average signal optical power, the “1” level of the optical signal

should be P1¼2Pave, which can be used in Eqs. (8.2.1)–(8.2.7).
8.2.2 Q-ESTIMATION BASED ON EYE DIAGRAM PARAMETERIZATION
In practical optical transmission systems, waveform distortion cannot be avoided which contributes to

the degradation of optical system performance. As waveform distortion is generally pattern-dependent,

the contributions to eye closure caused by isolated single “1”s and by continuous “1”s can be quite

different. For example, if the system transfer function has a low-pass characteristic, isolated “1”s (sup-

ported by high-frequency components in the spectrum) will be penalized more than continuous “1”s

which are predominately represented by low-frequency components of the spectrum. An accurate cal-

culation of Q-value has to consider all possible bit patterns of the received signal waveform and the

probability of their occurrence, as well as the noise associated with each specific bit pattern. This gen-

erally pattern-specific nature prohibits analytic estimation of the Q-value even when the signal wave-

form is pseudorandom, and numerical simulations have to be applied in system performance

calculation. Here we discuss a simplified technique for the estimation of system Q-value based on
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eye-mask parameterization. This technique is based on the separation of waveform distortion (eye clo-

sure) and random noise, which is suitable for systems designed to operate at high Q-values (Q>7 or

BER<10�12). An optical eye distortion mask parameterization can be made at any reference interface

of the system to define the distortion-related link performance contributions, independent of the

particular noise characteristic (Hui et al., 1999).

Fig. 8.2.1A is an example of a waveform measured at the output of a dispersive fiber link which is

affected by both waveform distortion and random noise. This is a section of a PRBS. As a PRBS wave-

form repeats itself for each pattern length, an average can be made to remove the random noise so that a

much smoother (or deterministic) waveform can be obtained as shown in Fig. 8.2.1B. These waveforms

can be converted into eye diagrams with and without the noise contribution as shown in Fig. 8.2.2A and

B, respectively.
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FIG. 8.2.1

An example of photocurrent waveform with (A) and without (B) the random noise.
In Fig. 8.2.2B, the noise-free eye distortion mask is defined by a four-level feature (P1, P0, A, B)
over a timing window, W, which represents the worst-case phase uncertainty in the sampling instant.

W comprises the sum of all bounded uncertainties plus typically 7 times the standard deviation of sta-

tistical uncertainty of the decision phase. P1 and P0 are the power levels associated with signal long

“1”s and long “0”s in the pseudo-random nonreturn-to-zero (NRZ) bit pattern. The dimensionless

parameters A and B are the lowest inner upper eye and the highest inner lower eye measured within

the phase window W, and they are independent of the noise. According to definitions in Fig. 8.2.2,

the average signal optical power is Pave ¼ (P1+P0)/2, given that signal “1”s and “0”s have the same

probability.
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FIG. 8.2.2

Schematic representation of an optical eye distortion mask mapped onto a measured eye diagram with (A) and

without (B) the random noise.
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In practical systems, waveform distortion, signal-dependent noise, and signal-independent noise are

all mixed together at the receiver. According to Eq. (8.1.13), the receiver Q factor can be written as

Q¼ A�Bð Þ2ℜPaveffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2ind + ζA2Pave

� �
Be

q
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2ind + ηB2Pave

� �
Be

q (8.2.8)

where σind
2 ¼σth

2 +σdk
2 +σASE�ASE

2 is the signal independent noise power spectral density which includes

thermal noise, dark current noise and ASE-ASE beat noise. ζ is a system-dependent multiplication fac-

tor which represents the impact of signal-dependent noise,

ζ¼ 2ℜM2FM q +ℜρASEð Þ (8.2.9)

In the absence of distortion, B¼0 and A¼1, the systemQ is determined only by the noise contribution.

In this case,

Q¼Q0 ¼ 2ℜPaveffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2ind + ζ2Pave

� �
Be

q
+ σind

ffiffiffiffiffi
Be

p (8.2.10)
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By this definition of Q0, the system Q degradation caused only by eye distortion can be written in a

general form as

D A, B, xð Þ¼ Q

Q0

¼A�B

Ye
(8.2.11)

In this expression, Ye is an important factor that shows the effect of interaction between distortion and

noise:

Ye A, B, xð Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xA

p
+
ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xB

p

1 +
ffiffiffiffiffiffiffiffiffi
1 + x

p (8.2.12)

where x¼2ζPave/σint
2 is the ratio of signal-dependent noise to signal-independent noise.

In a case where signal-independent noise dominates, x¼0 and Ye¼1, so thatD¼A�B.On the other
hand, if signal-dependent noise dominates, x¼∞ and Ye ¼

ffiffiffi
A

p
+
ffiffiffi
B

p
, therefore D¼ ffiffiffi

A
p � ffiffiffi

B
p

. In gen-

eral, with x2(0, ∞), the maximum value of Ye that corresponds to the worst-case distortion can be

expressed as

Y0 ¼
ffiffiffi
A

p
+
ffiffiffi
B

p ffiffiffi
A

p
+
ffiffiffi
B

p� �� 1

1
ffiffiffi
A

p
+
ffiffiffi
B

p� �
< 1

(
(8.2.13)

The two possible maxima Ymax ¼
ffiffiffi
A

p
+
ffiffiffi
B

p
and Ymax¼1 correspond to x¼∞ and x¼0, respectively.

Using Eq. (8.2.11), the worst-case distortion factor, defined asDwc, can be written as a function of Ymax:

Dwc ¼ A�Bð Þ=Ymax (8.2.14)

Obviously, Dwc is a global worst-case distortion effect, which is independent of the nature of the noise.

To demonstrate the impact of noise characteristic on the system distortion penalty, D, defined by

Eq. (8.2.11), is plotted in Fig. 8.2.3 as a function of x. In this plot, two sets of eye-closure parameters

were used, corresponding to the conditions for the two solutions of Eq. (8.2.13). In one case, A¼0.7,

B¼0.15, and
ffiffiffi
A

p
+
ffiffiffi
B

p
> 1 so that the worst-case distortion happens at x¼∞. In the other case, A¼0.4,

B¼0.05, and
ffiffiffi
A

p
+
ffiffiffi
B

p
< 1, and the worst-case distortion happens at x¼0. The dashed lines in

Fig. 8.2.3 are 10 log
ffiffiffi
A

p � ffiffiffi
B

p� �
, which represents the case where signal-dependent noise dominates

(x¼∞), whereas the dash-dotted lines are 10 log(A�B), which represents the case of x¼0. Shown as

the solid lines in Fig. 8.2.3, D(x) vs. x characteristics are not monotonic; however, D symptomatically

approaches its worst-case D0 with either x¼0 or x!∞, depending on the value of
ffiffiffi
A

p
+
ffiffiffi
B

p
. It is

worthwhile to note that generally, Eqs. (8.2.13) and (8.2.14) overestimate the distortion penalty be-

cause x2(0,∞) was used to search for the worst case, but in real systems x value can never be infinity.
The existence of a worst-case distortion factor Dwc implies a possibility to separate distortion from

noise in the system link budgeting. Eq. (8.2.14) clearly demonstrates a simple linear relationship be-

tween system Q and the worst-case distortion factor Dwc. Regardless of the fundamental difference in

the origins of noise and distortion, separate counting of these two effects shows a clear picture of sys-

tem budget allocations. Experimental verification of the linear relationship between Q and Dwc, can be

found in Hui et al. (1999).



FIG. 8.2.3

Q-degradation parameter D as a function of x (solid line). Dashed line: 10 log(A1/2+B1/2); dashed-dotted line:

10 log(A�B).
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8.3 RECEIVER SENSITIVITY AND REQUIRED OSNR
In a fiber-optic transmission system, the receiver has to correctly recover the data carried by the optical

carrier. Because the optical signal that reaches the receiver is usually very weak after experiencing

attenuation of the optical fiber and other optical components, a high-quality receiver has to be sensitive

enough. In addition, high-speed and long-distance optical transmission systems suffer from waveform

distortion, linear and nonlinear crosstalk during transmission along the fiber, and the accumulated ASE

noise due to the use of inline optical amplifiers. A high-quality receiver also has to tolerate these

additional quality degradations of the optical signal. The criterion of optical receiver qualification de-

pends on the configuration of the optical system and the dominant degradation sources. In a relatively

short distance optical fiber system without in-line optical amplifiers, optical noise is not a big concern

at the receiver. In this case, transmission quality can be guaranteed as long as the signal optical power is

high enough, and thus receiver sensitivity is the most relevant measure of the system performance. On

the other hand, in a long-distance fiber-optic transmission system employing multiple in-line optical

amplifiers, accumulated optical noise arriving at the receiver can be overwhelming. In such a case,

transmission performance cannot be ensured by simply increasing the signal optical power, and there-

fore a minimum optical signal-to-noise ratio (OSNR) has to be met. In the following we discuss

receiver sensitivity and the required OSNR, two useful receiver specifications.
8.3.1 RECEIVER SENSITIVITY
Receiver sensitivity is one of the most widely used specifications of optical receivers in fiber-optic

systems. It is defined as the minimum signal optical power level required at the receiver to achieve

a certain BER performance. For example in an optical system, for the BER to be less than 10�12 without

FEC, the minimum signal optical power reaching the receiver has to be no less than �35dBm; this

means the receiver sensitivity is�35dBm. Obviously the definition of receiver sensitivity depends

on the targeted BER level and the signal data rate. However, signal waveform distortion and optical



3538.3 RECEIVER SENSITIVITY AND REQUIRED OSNR
SNR are, in general, not clearly specified in the receiver sensitivity definition, but it assumes that the

noise originated from the receiver is the major limiting factor of the system performance.

Now we consider two types of optical receivers shown in Fig. 8.3.1, in which configuration (a) is a

simple PIN photodiode followed by a transimpedance amplifier (TIA), whereas, configuration (b) has

an optical preamplifier added in front of the PIN to boost the optical signal power level.
PIN TIA 
 Input Pave

Direct detection with PIN 

TIA 

 Input Pave

EDFA PIN 
Pr

Optically pre-amplified detection  

(A) (B)

FIG. 8.3.1

Direct detection receivers with (A) and without (B) optical preamplifier.
We first consider the simplest receiver configuration shown in Fig. 8.3.1A. Neglecting waveform

distortion and the impact of crosstalk in the optical signal for a moment, the Q-value will only depend
on the electrical SNR after photodetection. In an intensity-modulated system with direct detection

(IMDD), the receiver sensitivity is affected by thermal noise, shot noise, and photodiode dark current

noise. Eq. (8.2.1) can be written as

Q¼ 2ℜPaveffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kT=RL + 4qℜPave + 2qIdkð ÞBe

p
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kT=RL + 2qIdkð ÞBe

p (8.3.1)

Fig. 8.3.2 shows the calculated receiver Q-value as a function of the received average signal optical

power Pave. This is a 10Gb/s binary system with direct detection, and the electrical bandwidth of

the receiver is Be¼7.5GHz. Other parameters used are ℜ¼0.85mA/mW, RL¼50Ω, Id¼5nA, and

T¼300K. Fig. 8.3.2 indicates that to achieve a BER of 10�12, or equivalently Q¼7 (10log10(Q)¼
8.45dB on the vertical axis), the received average signal optical power has to be no less than�19dBm.

Therefore the sensitivity of this 10Gb/s receiver is �19dBm. Every dB decrease in signal optical

power will result in a dB decrease of the Q-value, as indicated in Fig. 8.3.2.
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FIG. 8.3.2

Receiver sensitivity plot (continuous line) for a 10-Gb/s system using a PIN photodiode. Dashed, dash-dotted and

dotted lines represent Q calculation only consider thermal noise, shot noise, and dark current noise, individually.
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Comparing the impacts of thermal noise, shot noise, and dark current noise on the Q-value, it is
evident that thermal noise dominates in this type of direct detection receiver in the vicinity of the tar-

geted BER level. Other noise terms can be safely neglected without introducing noticeable errors.

In the thermal noise dominated receiver, if we further consider waveform distortion with A<1 and

B>0 [referring to the eye mask defined by Fig. 8.2.2B], the Q-value becomes

Q¼
ffiffiffiffiffiffiffiffiffiffiffiffi
RL

4kTBe

r
ℜ A�Bð ÞPave (8.3.2)

For a targeted performance of Q¼7, the receiver sensitivity can then be found as

Psen ¼ 7

ℜ A�Bð Þ

ffiffiffiffiffiffiffiffiffiffiffiffi
4kTBe

RL

r
(8.3.3)

which is inversely proportional to the eye closure penalty (A-B).
On the other extreme, if the shot noise is the only noise source while other noises are negligible (for

example, if the load resistance RL is very high), the Q-value is Q¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℜPave= qBeð Þp ffiffiffi

A
p � ffiffiffi

B
p� �

. Since

ℜ¼ηq/(hv) with η the quantum efficiency and hv the photo energy, the shot-noise limited Q-value can

be expressed as Q¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ηPave= hvBeð Þp ffiffiffi

A
p � ffiffiffi

B
p� �

. In the ideal case with 100% quantum efficiency and

without waveform distortion, Q¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pave= hvBeð Þp

. This corresponds to a receiver sensitivity of

Psen¼49hvBe for Q¼7. Assuming a bandwidth efficiency of 1 bit/Hz, this receiver sensitivity is com-

monly referred to as quantum-limited detection efficiency, which is of 49 photons per bit in this case. In

other words, for each bit of information, 49 photons are required to achieve a Q-value of 7.

In order to improve receiver sensitivity, an optical preamplifier can be added in front of the PIN

photodiode as illustrated in Fig. 8.3.1B. As the optical preamplifier is part of the optical receiver,

the receiver sensitivity is defined as the minimum optical power that reaches the preamplifier to

achieve a targetedQ-value. The optical preamplifier increases the signal optical power before it reaches

the photodiode, but it also introduces optical noise in the amplification process. In this case, the level of

the ASE noise power spectral density is proportional to the gain of the optical preamplifier. Neverthe-

less, the receiverQ-value still increases with the increase of the input average signal optical power Pave,

but not linearly. If we neglect the waveform distortion so that average signal power is equal to½ of the

instantaneous power at signal digital 1, the Q-value can be calculated by

Q¼ 2ℜPrffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2q 2ℜPr + Idð Þ+ 4kT

RL
+ 4ρASEℜ

2Pr + ρ
2
ASEℜ

2 2Bo�Beð Þ
� �

Be

s
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qId +

4kT

RL
+ ρ2ASEℜ

2 2Bo�Beð Þ
� �

Be

s

(8.3.4)

where Pr¼GPave is the amplified signal average optical power that reaches the PIN photodiode.

In preamplified optical receiver, Pr is usually fixed to a reasonably high level around 0dBm so that ther-

mal noise and dark current contributions become negligible compared to signal-dependent noises. In such

a case, the gain of the optical preamplifier becomes a function of the input signal optical power, as does

the ASE noise level. For an optical preamplifier with a noise figure of F¼5dB that corresponds to

nsp¼1.58, and with the signal wavelength of 1550nm, the ASE noise optical power spectral density is

ρASE ¼ 2nsp
hc

λ
G�1ð Þ¼ 4�10�19 Pr

Pave
�1

� �
(8.3.5)
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in the unit of Watt per Hertz. Fig. 8.3.3 (curve marked with “total”) shows the calculated receiver

Q-value as a function of the received average signal optical power Pave at the input of the EDFA pre-

amplifier. The impact of contribution due to each noise term is separately plotted in Fig. 8.3.3. The

parameters used in the calculation are Pr¼0dBm, RL¼50Ω, Id¼5nA, T¼300K, B0¼25GHz,

Be¼7.5GHz, and λ¼1550nm. In this case the receiver sensitivity is Psen¼�41.8dBm (for Q ¼ 7),

which is approximately 23dB better than the direct detection receiver without the EDFA preamplifier.

In the optically preamplified PIN receiver, since the signal optical power Pr at the preamplifier

output is kept constant, thermal noise, shot noise, and dark current noise are constants and independent

of the input optical power Pave. In this example shown in Fig. 8.3.3,Q-values corresponding to thermal,

shot, and dark current noises are 27.5, 29.2, and 54dB, respectively, and their contributions to the

overall Q-value are practically negligible. The dominant noise term that limits the receiver Q-value
near the targeted BER level ofQ¼ 7 is the signal-ASE beat noise as can be easily seen from Fig. 8.3.3.
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FIG. 8.3.3

Receiver sensitivity plot for a 10-Gb/s system with an optically preamplified PIN receiver.
If we only consider the impact of signal-ASE beat noise, Eq. (8.3.4) can be greatly simplified as

Q¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pr

ρASEBe

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pr

2nsphc=λ
� �

G�1ð ÞBe

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pave

2nsphc=λ
� �

Be

s
(8.3.6)

Here G ≫ 1 is assumed so that G�1�G. In this case, the Q-value is proportional to
ffiffiffiffiffiffiffiffi
Pave

p
, instead of

Pave as in non-preamplified PIN receiver. This is beneficial because Pave is usually very small so

that
ffiffiffiffiffiffiffiffi
Pave

p
>>Pave is always true. In a preamplified PIN receiver for every dB signal optical power

decrease, there is only half a dB decrease in 10 log(Q).
With the approximation of only considering signal-ASE beat noise in the Q calculation of pream-

plified PIN optical receiver, we can consider the impact of waveform distortion assuming A<1 and

B>0 [referring to the eye mask defined by Fig. 8.2.2B]. In this case, the numerator of Eq. (8.1.13)

is 2(A�B)ℜPr and terms in the denominator are σ1¼4ρASEℜ
2APr and σ0¼4ρASEℜ

2BPr, so that

the Q-value becomes
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Q¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pr

ρASEBe

s ffiffiffi
A

p
�

ffiffiffi
B

p	 

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pave

2nsp hc=λð ÞBe

s ffiffiffi
A

p
�

ffiffiffi
B

p	 

(8.3.7)

In comparison to the simple PIN receiver where Q∝ (A�B), optically preamplified PIN receiver has

Q∝
ffiffiffi
A

p � ffiffiffi
B

p� �
. For an open eye diagram with A>0.5 and B<0.5,

ffiffiffi
A

p � ffiffiffi
B

p
<A�B is mostly true.

This implies that optically preamplified PIN receiver is more susceptible to waveform distortion than a

simple PIN receiver.
8.3.2 REQUIRED OSNR
In the systems discussed earlier, optical noise is not accompanied with the optical signal that reaches

the optical receiver, and therefore, BER can be reduced by increasing the level of signal optical power.

On the other hand, in a long-distance optical transmission system employing multiple inline optical

amplifiers, the level of optical power at the receiver can always be increased by increasing the gain

of optical amplifiers. But the accumulated ASE noise generated by these optical amplifiers may be-

come significant when the number of inline optical amplifiers is large. When the OSNR at the input

of the receiver is too low, increasing optical power at the receiver may not result in the improvement of

BER performance. In this type of systems, the performance is no longer limited by the signal optical

power that reaches the receiver; rather, it is limited by the OSNR.
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Receiver
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FIG. 8.3.4

Fiber-optic transmission system with N optically amplified fiber spans.
Fig. 8.3.4 illustrates a fiber-optic transmission system with N optically amplified fiber spans. In this

system, if the transmission loss of each fiber span is exactly compensated by the gain of the inline op-

tical amplifier in that span, the average signal optical power that reaches the receiver is equal to that

emitted from the transmitter. Meanwhile, each EDFA generates an optical noise power spectral density

ρASE, i¼2nsp(hc/λ)(Gi�1), with i¼1, 2, …, N. As the ASE noise generated by each EDFA is also at-

tenuated by the fibers and amplified by the EDFAs along the following fiber spans, the accumulated

ASE noise power spectral density at the input of the receiver will be simply the addition of contribu-

tions from all inline EDFAs:ρASE ¼
PN

i¼1ρASE, i. Then, OSNR at the input of the optical receiver is

defined as the ratio between the average optical signal power, Pave, and the power spectral density

of the accumulated noise ρASE, that is

OSNR¼ Pave

ρASE
(8.3.8)

Since the unit of the signal average power is [W] and the unit of optical noise power spectral density is

[W/Hz], the unit of OSNR should be [Hz], or [dB�Hz]. In practice, the optical noise power spectral
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density is measured by an optical spectrum analyzer (OSA) with a certain resolution bandwidth, RB,

and the OSA reports the measured noise power within a resolution bandwidth with the unit of [W/RB].

Whereas, assume the spectral linewidth of the optical signal itself is narrower than the OSA resolution

bandwidth, the OSA actually measures the total power of the optical signal. Thus, [dB�RB] is often used

as the unit to specify OSNR.

In the system with multiple optical amplifiers, since the level of optical power arriving at the re-

ceiver is usually high enough, signal-independent noises such as thermal noise and dark current noise

can be neglected in comparison with signal-dependent noises, that include shot noise, signal-ASE beat

noise, and ASE-ASE beat noise. If we only consider shot noise, signal-ASE beat noise, and ASE-ASE

beat noise, and neglect waveform distortion, Q-value can be calculated by

Q¼ 2ℜPaveffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4ℜ q + ρASEℜð ÞPave + ρ2ASEℜ

2 2Bo�Beð Þ� �
Be

q
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ2ASEℜ

2 2Bo�Beð ÞBe

q (8.3.9)

This can be expressed as the function of OSNR as

Q¼ 2ℜ �OSNRffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4ℜq

OSNR2

Pave
+ 4ℜ2 �OSNR +ℜ2 2Bo�Beð Þ

� �
Be

s
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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Q-value as the function of signal OSNR (curve marked with total) considering contributions from shot noise,

ASE-ASE beat noise, and signal-ASE beat noise.
Fig. 8.3.5 shows the calculated receiverQ-value as the function of the signal OSNR for a 10Gb/s binary

system based on Eq. (8.3.10), where waveform distortion is not considered (A¼1 and B¼0). The

OSNR, based on a resolution bandwidth of 0.1nm, is the signal optical power divided by the noise

power within 0.1nm optical bandwidth. Other system parameters are Pave¼0dBm, ℜ¼0.85mA/mW,

Bo¼25GHz, Be¼7.5GHz, and λ¼1550nm. Contributions due to shot noise, ASE-ASE beat noise and

signal-ASE beat noise are shown in the same figure. In the vicinity of BER¼10�12 (Q¼8.45dB),
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the Q-value is mainly determined by the contribution from signal-ASE beat noise, and the required

OSNR (ROSNR) to achieve the targeted BER of 10�12 is approximately 16dB.

Since SAE-ASE beat noise can be reduced by further reducing the bandwidth of the optical filter,

the dominant noise in most of the long-distance optical systems employing multiple inline optical am-

plifiers are signal-ASE beat noise. If we only consider signal-ASE beat noise and also take into account

the effect of waveform distortion, the Q-value will be

Q¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pave

ρASEBe

s ffiffiffi
A

p
�

ffiffiffi
B

p	 

¼

ffiffiffi
A

p � ffiffiffi
B

p� �
ffiffiffiffiffi
Be

p ffiffiffiffiffiffiffiffiffiffiffiffi
OSNR

p
(8.3.11)

which is similar to that described in Eq. (8.3.7), but here Pave and ρASE are input optical signal average
power and noise power spectral density, respectively, at the receiver, and their ratio represents

the OSNR.

Eq. (8.3.11) indicates that the Q-value of the receiver is not determined by the received signal op-

tical power level, but rather it is linearly proportional to the square root of the OSNR. If we set a target

value of Q¼7 (for BER¼10�12), the required OSNR, or ROSNR is simply

ROSNR¼ 49Beffiffiffi
A

p � ffiffiffi
B

p� �2 (8.3.12)
8.4 CONCEPT OF WAVELENGTH DIVISION MULTIPLEXING
Standard single-mode fiber has two low loss wavelength windows. The first window is in the 1310nm

region with about 45nm width from 1285 to 1330nm, and the attenuation is on the order of

0.35�0.05dB/km within this window The second window is in the 1550nm region with about

50nm width from 1525 to 1575nm, and the attenuation is on the order of 0.22�0.05dB/km. All to-

gether this provides an approximately 14 THz optical bandwidth suitable for optical communication.

New fibers developed in recent years can also minimize the water absorption peak between the 1310

and 1550-nm wavelength window so that one giant low loss window extending from 1285nm all the

way to 1575nm has the potential to provide more than 40 THz bandwidth. However, the bandwidth of

signal that can be modulated onto an optical carrier is limited by the speed of electronic circuits and the

bandwidth of optoelectronic devices. Although wideband RF amplifiers and high-speed electro-optic

modulators can provide up to>50GHz bandwidth, it is still a very small fraction of the available band-

width of the optical fiber.

Wavelength division multiplexing (WDM) is a technique developed to make efficient use of the

vast bandwidth resource provided by the optical fiber. Fig. 8.4.1 shows the block diagram of a

point-to-point fiber-optic WDM transmission system which uses multiple transmitters and receivers.

Laser diode used in each transmitter is assigned with a unique wavelength so that there is no spectral

overlap between different transmitters. Optical signals emitted from all transmitters are combined into

a composite multiwavelength signal through a WDM multiplexer (MUX), and launched into a single

transmission fiber. At the receiver, the multiwavelength optical signal is first split into individual
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wavelength channels through a WDM demultiplexer (DEMUX), and each wavelength channel is

detected by an optical receiver performing optical to electric conversion. Inline optical amplifiers

can be used to compensate the attenuation of the transmission fiber. EDFAs are usually used as inline

amplifiers inWDM systems which require wide optical bandwidth and low crosstalk between different

wavelength channels.
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Block diagram of point-to-point WDM transmission system.
Determined by the available gain bandwidth of EDFAs, the most used wavelengths window is

between 1531 and 1570nm, known as the C-band. Other wavelength bands include O-band:

1270–1370nm, E-band: 1371–1470nm, S-band: 1471–1530nm, and L-band: 1571–1611nm. In order

to ensure the interoperability of optical communication equipment produced by different companies,

a precise wavelength grid is standardized by International Telecommunication Union (ITU) for

WDM systems and networks. Use C-band as an example, with 100GHz grid size the standard

WDM optical frequencies are fm¼ (190,000+100 �m)GHz, corresponding to the wavelength of the

mth WDM channel of λm¼c/fm, where m is an integer representing channel index. Thus, nearly

50 wavelength channels can be put into the WDM C-band. The number of WDM channels can

be increased by reducing channel spacing from 100 to 50GHz or 25GHz, which are known as dense

wavelength multiplexing (DWDM). Similarly, ITU grid for 25GHz channel spacing is specified by

fm¼ (190,100+100 �m)GHz, and the entire C-band can host about 200 wavelength channels. With

binary IMDD, 10Gb/s dart rate can be loaded on each wavelength channel in a 25GHz grid DWDM

system, so that up to 2Tb/s total traffic capacity can be carried by a single fiber in the C-band.

Nowadays, with complex modulation and coherent detection with polarization multiplexing,

100Gb/s data rate can be put on each wavelength channel in a 25GHz DWDM grid, the total traffic

capacity in the C-band alone can potentially reach 20Tb/s.

Basic components enabling DWDM include high-quality WDMMUX and DEMUX, single wave-

length semiconductor lasers, and wideband inline optical amplifiers. Characteristics and specifications

MUXs and DEMUXs have been discussed in Chapter 6. As far as laser sources are concerned, a

DWDM system requires wavelength stabilization of semiconductor lasers so that they can be on

the frequency grid defined by ITU. For binary intensity-modulated systems with direct detection,

DFB lasers with both temperature and current stabilization are often used with spectral linewidths

on the order of Megahertz. Narrower spectral linewidths are required for phase-modulated systems

using coherent detection which will be discussed in the next chapter.
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As discussed in Chapter 3, the wavelength of a simple DFB laser diode is primarily determined by

the period of the Bragg grating used inside the laser cavity. Although the emitting wavelength can be

adjusted to some extent by changing the injection current and the operation temperature, the tuning

range is realistically not more than 1nm. Thus, a WDM transmitter has to be specifically designed

for each wavelength on the grid. For a WDM system with N wavelength channels, N different trans-

mitters have to be specifically designed each with a different wavelength. For practical system oper-

ation, each transmitter also needs to have a backup to avoid the interruption of service when the

transmitter is malfunctioning. This requires to maintaining a large inventory which can often be very

costly. A good solution to this problem is to use a tunable laser in the transmitter so that it can be pro-

visioned to the required wavelength at the time of system installation, or replacing any transmitter when

needed. This requires a wide wavelength tuning range of the tunable laser diode to cover the entire C-

band. Although the cost and the complexity of a tunable laser are typically higher than a simple wave-

length stabilized DFB laser, it still makes economic sense for developing wavelength tunable WDM

transmitters. For the application as the tunable laser source inside a WDM transmitter, the speed of

wavelength provisioning does not have to be fast, and thus tunable lasers based on micro-electro-

mechanical systems (MEMS) can be used, as illustrated in Fig. 8.4.2.
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Configurations of tunable lasers based on wavelength tuning through MEMS. (A) Use MEMS tilt mirror

to select the desired wavelength from an array of DFB laser diodes. (B) Use MEMS tilt grating to

control optical feedback condition in an external cavity to select the desired wavelength and minimize spectral

linewidth.
Fig. 8.4.2A shows a tunable laser configuration based on a DFB laser diode array which has N
components. Each laser diode in the array emits a unique wavelength, and they are selected by a

MEMS tilt mirror which decides which wavelength is coupled in the output optical fiber. This

array-and-selection configuration does not change the spectral structure of each laser diode in the

array, so that the spectral linewidth is on the Megahertz level. For the external cavity configuration

shown in Fig. 8.4.2B, a reflective grating is used for wavelength selection in the external cavity, and
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the angle tilt of the grating is controlled by the MEMS actuating mechanism. In this external cavity con-

figuration, both the angle of grating and the length of the external cavity are important to determine

the emission wavelength and the spectral linewidth of the laser. More stringent precision and stability

is required in this configuration, and feedback control is also required to optimize the optical feedback

condition andminimize the spectral linewidth. 100-kHz spectral linewidth is usually specified for tunable

lasers based on external cavity.
8.5 SOURCES OF OPTICAL SYSTEM PERFORMANCE DEGRADATION
WDM is clearly an enabling technology that makes efficient use of the fiber bandwidth and makes

transmission of Terabit data traffic possible over a single fiber. But at the same time, it introduces

linear and nonlinear crosstalks among different wavelength channels. Understand the nature of these

impairments is essential in system design and optimization, and it helps find ways to mitigate and min-

imize the impact of these crosstalks.
8.5.1 PERFORMANCE DEGRADATION DUE TO LINEAR SOURCES
Linear sources of degradation to the performance of a fiber-optic transmission system include chro-

matic dispersion, PMD, accumulated ASE noise from inline optical amplifiers, multi-pass interference

due to optical reflections in the system, and crosstalk between adjacent wavelength channels due to the

imperfect extinction ratio of optical filters and WDM MUX and DEMUX. These degradations are in

the linear category because they are independent of the signal optical power that is traveling inside

the fiber.
8.5.1.1 Eye closure penalty due to chromatic dispersion
Chromatic dispersion, as discussed in Chapter 2, is a frequency-dependent group velocity, which

causes different frequency components within a modulated optical signal spectrum to travel in different

speeds, resulting in an arrival time difference between them. Fig. 8.5.1A–D show normalized eye

diagrams of a 10Gb/s binary intensity-modulated signal propagating through a standard single-mode

fiber with 0, 40, 80, and 120km lengths, respectively. Only chromatic dispersion is considered in the

fiber. At the signal wavelength of 1553nm, the dispersion parameter of the fiber is 15.8ps/nm/km, so

that the accumulated dispersion values along the system are 0, 632, 1264, and 1896ps/nm, respectively,

for the fiber lengths considered. A 7.5GHz low-pass filter (fifth-order Bessel) was used in the receiver

to eliminate high-frequency components, while maintaining the fundamental frequency component to

maximize the eye opening at the decision phase. After 80km of propagation through the fiber, the eye

opening is reduced to approximately 60%. The eye diagrams are further closed at 120 km where dif-

ferential group delay within the signal spectrum exceeds the 100 ps pulse width of the modulated

signal.
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(A)–(D) Eye diagrams of received 10 Gb/s binary optical signal propagating through single mode fiber with lengths

of 0 km (A), 40 km (B), 80 km (C), and 120 km (D). Fiber dispersion parameter is D ¼ 15.8 ps/nm/km at

the signal wavelength. (E)–(F): Eye opening (E) and eye closure penalty (F) as the function of fiber length.
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Eye diagrams shown in Fig. 8.5.1A–D are obtained through numerical simulations, in which a

NRZ pseudo-random bit sequence (PRBS) is used. No phase modulation is associated with the in-

tensity modulation, or equivalently the modulation chirp is zero in the optical signal used in the

simulation. Fig. 8.5.1E shows the normalized eye opening as the function of the fiber length, and

Fig. 8.5.1F shows the eye closure penalty, Epenalty, which is related to the eye opening, Eeye, by

Epenalty¼ �10log10(Eeye). In this case without modulation chirp, normalized eye opening reduces

monotonically with the increase of the fiber length, and is reduced to about 50% at 100-km fiber

transmission distance. When modulation chirp is considered, the eye closure penalty as the function

of fiber length may change. Fig. 8.5.2A shows the calculated eye closure penalty for the 10Gb/s

binary modulated optical signal, similar to that shown in Fig. 8.5.1F, but with optical phase modu-

lation associated with the intensity modulation. In this case, we assume optical phase shift ϕ(t) is
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linearly proportional to the normalized instantaneous optical power, p(t), as ϕ(t)¼αc �p(t) with

0<p(t)<1, where αc is the chirp parameter, similar to that defined in Eq. (3.3.40), for the linewidth

enhancement factor. The blue (dashed curve in print versions), black, and red (dark gray curve in

print versions) curves in Fig. 8.5.2A show eye closure penalties for the chirp parameters of

�0.2π, 0, and 0.2π, respectively.
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(A) Calculated eye closure penalty as the function of fiber length using modulated optical signal with chirp

parameters of αc¼�0.2π (blue, dashed curve in print versions), 0 (black), and 0.2π (red, dark gray curve in print

versions), respectively. (B) Illustration of instantaneous frequency deviation δf(t)¼dϕ(t)/dt for a single pulse

with modulation chirp.
When the chirp parameter is positive (αc>0), the leading edge of a pulse has a positive frequency

deviation while the trailing edge of the pulse has a negative frequency deviation as illustrated in

Fig. 8.5.2B. For a standard single-mode fiber with anomalous dispersion,D¼dτ/dλ>0 and β2¼dτ/
dω<0, where τ is the propagation delay, higher-frequency components travel faster (less delay) than

the lower-frequency components. Therefore, positive chirp associated with an intensity-modulated

pulse introduces additional pulse broadening in this system which accelerateseye closure vs fiber

length. On the other hand, a negative chirp can result in pulse squeezing along an anomalous dispersion

fiber, which has the effect of increasing eye opening and compensates for the pulse broadening to some

extent as shown in Fig. 8.5.2A (blue curve, dashed curve in print versions).

Chromatic dispersion can also be seen as a low-pass filter applied on the modulated optical signal.

For a NRZ PRBS pattern, the most vulnerable bit is the isolated “1”s which contains the highest fre-

quency components. As an approximation, if we only consider an isolated digital “1” bit, optical field

waveform can be represented by a normalized Gaussian pulse

E tð Þ¼ 1

σ
ffiffiffiffiffi
2π

p exp � t2

2σ2

� �
e�jφ tð Þ (8.5.1)
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where φ(t)¼αct
2/(2σ2) is the optical phase introduced from modulation chirp. The FWHM pulse width

of the optical power is T0 ¼ σ2
ffiffiffiffiffiffiffiffiffi
ln2

p
, and the pulse energy is unity. For a Gaussian pulse in the time

domain, its spectrum in the frequency domain, which can be obtained through Fourier transform of E(t),
is still Gaussian,

eE ωð Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

1 + jαcð Þ

s
exp

�ω2σ2

2 1 + jαcð Þ
� �

(8.5.2)

When this optical pulse propagates through an optical fiber, the impact of chromatic dispersion intro-

duces a frequency-dependent phase into the spectrum. So that at the fiber output, the optical field

becomes

eE ωð Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

1 + jαcð Þ

s
exp � ω2σ2

2 1 + jαcð Þ + j
β2ω

2

2
L

� �
(8.5.3)

An inverse Fourier transform converts this optical spectrum back to time domain is

E t, Lð Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

2π σ2 + αc� jð Þβ2L½ �

s
exp

� 1 + jαcð Þt2
2σ2 + 2 αc� jð Þβ2L
� �

(8.5.4)

where L is the fiber length and β2 is the dispersion parameter of the fiber. At the fiber input, the peak

power of the normalized Gaussian pulse, defined by Eq. (8.5.1), is p(0)¼1/(2πσ2). While at the fiber

output, the peak power becomes

p Lð Þ¼ 1

2π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2 + αcβ2Lð Þ2 + β2Lð Þ2

q (8.5.5)

Thus, the normalized eye opening can be found as

Eeye ¼ σ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2 + αcβ2Lð Þ2 + β2Lð Þ2

q (8.5.6)

For a Gaussian pulse without modulation chirp (αc¼0), the eye opening at the receiver is

Eeye ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + β2L=σ2ð Þ2

q
. If we further define a dispersion length as

LD ¼ σ2

β2j j (8.5.7)

eye opening can have a very simple form,

Eeye ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + L=LDð Þ2

q � 1� L2

2L2D
(8.5.8)

where linearization can be applied if the closure penalty is small enough. The reason that the dispersion

length LD is proportional to the square of the pulse width is that increasing pulse width linearly reduces

the spectral width and reducing dispersion induced differential delay, and at the same time the in-

creased pulse width will also increase the tolerance to the impact of differential delay. For a standard

single-mode fiber with a dispersion parameter D¼15.8ps/nm/km, or β2�2�10�26s2/m, the
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dispersion length is approximately 180km for 100ps FWHM pulse width (σ¼60ps). The Gaussian

pulse approximation is simple, and it can help find the general rule of dispersion impact, however

it underestimates the eye closure penalty compared to simulation using PRBS patterns as shown in

Fig. 8.5.2A. PRBS is a combination of pulses of different widths which may cause different rise/fall

times after experiencing chromatic dispersion, so that eye closure penalty is higher than using a single

Gaussian pulse. In fact, if we consider an isolated digital “0,” the 0 level will increase because of the

spreading of adjacent “1”s. This can also be seen as the broadening of an inverse Gaussian pulse so that

the minimum level increases the same way as the decrease of the amplitude of the “1” pulse. Consid-

ering the decrease of the 1 level and the increase of the 0 level, Eq. (8.5.8) should be modified to

Eeye�1�L2/LD
2 .

8.5.1.2 Eye closure penalty due to PMD
PMD is a differential delay between the two orthogonally polarized modes in a single-mode fiber,

which introduces time jitter in a fiber-optic system, resulting in an eye closure penalty. Unlike chro-

matic dispersion in the fiber system which is deterministic, the differential delay introduced by PMD is

random and largely time-dependent, which makes the modeling of PMD impact in a fiber-optic trans-

mission system challenging. Large number of simulations has to be done to have statistical relevance.

As the most vulnerable bit of an NRZ modulated waveform subject to time jitter is the isolated “1,” a

Gaussian pulse approximation can be used to evaluate the impact of PMD on the eye closure penalty.

Assume a normalized Gaussian pulse of the signal optical power with a width of σin at the input of an
optical fiber, corresponding to a FWHM pulse width of ΔtFWHM ¼ 2σin

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ln 2ð Þp

,

Pin tð Þ¼ 1

σin
ffiffiffiffiffi
2π

p exp � t2

2σ2in

� �
(8.5.9)

Only considering the impact of PMD, and neglecting the polarization-independent propagation delay,

the optical pulse at the fiber output is the weighted combination of the powers carried by the two po-

larization modes, which is

Pout tð Þ¼ 1

σin
ffiffiffiffiffi
2π

p γ exp � t2

2σ2in

� �
+ 1� γð Þexp � t� τð Þ2

2σ2in

 !" #
(8.5.10)

where 0<γ<1 is the ratio of the powers carried by the two principle states of polarization (PSP), and τ
is the differential group delay (DGD) between them (Poole et al., 1991). The average position of the

temporal output pulse can be found as ta ¼
Ð∞

�∞
tPout tð Þdt¼ 1� γð Þτ. The width σout of the output pulse

can be found through the calculation of the variance

σ2out ¼
ð∞

�∞

t� tað Þ2Pout tð Þdt¼ σ2in + τ
2γ 1� γð Þ (8.5.11)

As the peak amplitude of a constant-energy Gaussian pulse is inversely proportional to the pulse width,

the normalized eye opening can be found as

Eeye ¼ σin
σout

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + γ 1� γð Þτ2=σ2in

p (8.5.12)
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For a NRZ modulated pulse train at a data rate B, assume the FWHM pulse width of an isolated “1” bit

isΔtFWHM¼1/B, we have σin ¼ 1= 2B
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ln 2ð Þp� �¼ 0:425=B. Thus, the normalized eye opening can be

expressed as the function of the data rate B as

Eeye ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 5:6γ 1� γð Þτ2B2

p � 1�2:8γ 1� γð Þτ2B2 (8.5.13)

where we consider that eye closure penalty is small enough so that linearization can be used.

Fig. 8.5.3A shows a normalized Gaussian pulse with σin ¼ 1=
ffiffiffi
2

p
(ΔtFWHM�1.67) which is split into

two parts (shown as dashed and dash-dotted lines) with a peak power ratio of γ¼0.6, and a relatively

delay τ¼1 between them. The combined pulse shown as the solid line in Fig. 8.5.3A has the average

position ta¼0.4 and a normalized width of σout¼0.8602 (corresponding toΔtFWHM�2.03). Obviously

the worst-case pulse broadening due to PMD happens when the signal power is equally split into the

two polarization modes (γ¼1/2).

If we further consider an isolated digital “0,” the effect of DGDwill cause the increase of the 0 level

in the similar way as the decrease of the 1 level of digital “1.” Thus, the impact on the overall eye

closure will be doubled to approximately

Eeye � 1�5:6γ 1� γð Þτ2B2 (8.5.14)

Fig. 8.5.3B shows the eye closure penalty as the function of τB, which is the DGD normalized by the

FWHM pulse width as ΔtFWHM¼1/B.
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(A) Illustration of a Gaussian pulse which is split into two (dashed and dash-dotted lines) with 0.6/0.4 ratio,

and relatively delayed. The recombined pulse (solid line) has a shifted average position and broader

width. (B) Eye closure penalty calculated with Eq. (8.5.14).
Since PMD is a random process, both the DGD value τ and the power splitting ratio γ vary with

time. The statistics of DGD in long fiber systems has been well studied and the PDF of τ is Maxwellian

PDFDGD τð Þ¼
ffiffiffi
6

π

r
3τ2

τ3rms
exp

�3τ2

2τ2rms

� �
(8.5.15)
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where τrms is the root-mean-square (RMS) value of DGD. Fig. 8.5.4 shows the statistic distribution of t,

and the RMS value of DGD is assumed to be τrms¼25ps. The average DGD is τmean�27ps, which is

calculated from the PDF, shown in Eq. (8.5.15), as

τmean ¼
ð∞

0

τ �PDFDGD τð Þdτ¼ τrms

ffiffiffiffiffi
3π

8

r
(8.5.16)

On the other hand, the ratio γ of power splitting into the two polarized modes has a uniform

distribution, so that the average value of γ(1� γ) is γmean¼
Ð
0
1γ(1� γ)dγ¼1/6, which is less than the

worst case of 0.25. Thus, the average eye opening of the received optical signal is

Eeye,mean � 1�0:933τ2meanB
2

Thus, a mean DGD of τmean¼27ps corresponds to an average eye closure penalty of approximately

0.3dB for a 10Gb/s NRZ data sequence. However, theMaxwellian distribution has a relatively long tail

as shown in Fig. 8.5.4B. For example, the instantaneous DGD can reach 100ps though at a low prob-

ability of 10�8. This may cause short-bursts of system outage over a long period of time. A statistical

analysis of system outage probability has to be conducted in the system design to guarantee the system

performance.
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FIG. 8.5.4

Probability of fiber DGD, τ, which has aMaxwellian distribution with τrms¼25ps and amean DGD of τmean¼27ps.

(A) In linear scale, and (B) in logarithm scale.
The concept of birefringence is relatively straightforward in a short fiber where refractive indices

are slightly different in the two orthogonal axes of the transversal cross-section so that DGD is linearly

proportional to the length of the fiber. However, if the fiber is long enough, the birefringence axes may

rotate along the fiber due to banding, twisting, and fabrication nonuniformity. Meanwhile, there is also

energy coupling between the two orthogonally polarized propagation modes in the fiber. In general,

both the birefringence axis rotation and the mode coupling are random and unpredictable, which make

PMD a complex problem to understand and to solve (Poole and Nagel, 1997).

Despite the random rotation of birefringence axis along a fiber, a concept of Principal state of po-
larization (PSP) is very useful in the analysis of PMD, which indicates two orthogonal polarization
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states corresponding to the fast and slow axes of the fiber. Under this definition, if the polarization state

of the input optical signal is aligned with one of the two PSPs of the fiber, the output optical signal will

keep the same SOP. In this case, the PMD has no impact in the optical signal, and the fiber only pro-

vides a single propagation delay. It is important to note that PSPs exist not only in “short” fibers but also

in “long” fibers. In a long fiber, although the birefringence along the fiber is random and there is energy

coupling between the two polarization modes, an equivalent set of PSPs can always be found. Again,

PMD has no impact on the optical signal if its polarization state is aligned to one of the two PSPs of the

fiber. However, in a practical fiber the orientation of the PSPs usually change with time, especially

when the fiber is long. The change of PSP orientation over time can be originated from the random

changes in temperature and mechanical perturbations along the fiber.

An important parameter of a single-mode fiber is its PMD parameter, which is defined as the mean

DGD over a unit length of fiber. For the reasons we have discussed, for a short fiber, mean DGD is

τmean∝L, where L is the fiber length, so that the unit of PMD parameter is [ps/km]. Whereas for a

long fiber, mean DGD is τmean∝
ffiffiffi
L

p
, and thus the unit of PMD parameter is [ps=

ffiffiffiffiffiffiffi
km

p
]. For example,

for a standard single-mode fiber, if the PMD parameter is PMD¼ 0:06ps=
ffiffiffiffiffiffiffi
km

p
, the mean DGD value

for a 100-km long fiber will be τmean¼0.6ps.

8.5.1.3 ASE noise accumulation in fiber systems with inline optical amplifiers
In a long-distance fiber-optic transmission system, optical amplifiers are used to compensate for the

transmission loss as illustrated in Fig. 8.5.5. The optical amplifier at the optical transmitter, commonly

referred to as the postamplifier, boosts the signal optical power before it is sent to the transmission fiber.

Postamplifier can be packaged inside an optical transmitter to compensate the loss introduced by the

electro-optic modulator and other optical components of the transmitter. At a receiver, the optical

amplifier in front of the photodiode is commonly referred to as the preamplifier which enhances

the signal optical power before photo-detection. The optical preamplifier can be treated as part of the

optical receiver to form a preamplified optical receiver. Other optical amplifiers implemented

along the fiber transmission line are called inline optical amplifiers. In a WDM optical system, inline

optical amplifiers need to have wide gain bandwidth with flat gain spectrum to equally support all

wavelength channels in the system.
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FIG. 8.5.5

Fiber-optic transmission system with multiple optical amplifiers. Tx: optical transmitter, PD: photodiode.
In theoptical systemshown inFig. 8.5.5, thereareN fiber spans andN+1optical amplifiers including the

post and inline amplifiers. Assume the optical gains of the amplifiers areG1,G2,…,GN, andGN+1, and the

losses of fiber spans are L1, L2,…, LN�1 and LN, respectively. If the gain of each optical amplifier compen-

sates the loss of each fiber span, the optical signal powerPs that reaches the photodiode is the same as that at

the output of the postamplifier which is Pt. The ASE noise generated by each optical amplifier is linearly

proportional to its optical gain, so that the accumulated ASE noise at the input of the photodiode is

ρ¼ 2hv
XN
i¼1

nsp, i Gi�1ð Þ
YN
m¼i

Gm+ 1Lm

 !" #
+ 2hvnsp,N + 1 GN + 1�1ð Þ (8.5.17)
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where Li¼e�αili is the fiber loss with li and αi the fiber length and attenuation parameter of the ith span.
nsp,i is the noise parameter of the ith optical amplifier, as defined in Eq. (5.2.1), and hv is the photon
energy. If we further assume that each fiber span has the same loss which is compensated by the gain

of the optical amplifier in that span, assume (Gi�1)�G, and all amplifiers have the same noise

figure nsp,i¼nsp, the ASE noise power spectral density shown in Eq. (8.5.17) can be simplified as,

ρ�hvnsp(N + 1)G. The optical SNR (OSNR) is

OSNR¼Ps

ρ
� Pt

2hvnsp N + 1ð ÞG (8.5.18)

which is inversely proportional to the number of EDFAs, N + 1. Since the unit of the signal optical

power is dBm, and the unit of optical noise power spectral density is dBm/Hz, the unit of OSNR cal-

culated from Eq. (8.5.18) should be [dB�Hz]. In practice, 0.1nm is often used as the resolution band-

width of OSA in the process of evaluating OSNR, which results in a unit of [dB�0.1nm] for OSNR. In

the 1550-nm wavelength window, 0.1nm is equal to 12.5GHz, so that a factor of 12.5�109 has to be

used to translate [dB�Hz] into [dB�0.1nm]. As an example, Fig. 8.5.6 shows the calculated OSNR in

[dB�0.1nm] as the function of the number of fiber spans. In this example, the noise figure of each op-

tical amplifier is 5dB, equivalent to nsp¼1.58. The fiber loss is 0.25dB/km, and signal optical power is

Ps¼1mW. The total fiber lengths of the system are 1000, 3000, and 5000km, corresponding to the total

fiber loss, Ltotal, of 250, 750, and 1250dB, respectively. To compensate the fiber loss, the gain of each

optical amplifier has to be GN+1¼10Ltotal/10, where Ltotal is in dB. Thus GN+1¼10Ltotal/10(N+1) and

Eq. (8.5.18) can be written as the function of total fiber loss as

OSNR¼ Pt

2hvnsp N + 1ð Þ�10
Ltotal

10 N + 1ð Þ
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OSNR as the function of the number of fiber spans for the total system length of 1000km (solid line), 3000km

(dashed line), and 5000km (dash-dotted line). The solid dot on each curve indicates where the length

of each fiber span is 80km.
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As shown in Fig. 8.5.6, for a certain total length of the fiber system, OSNR generally increases with the

increasing the number of optical amplifiers so that the gain of each optical amplifier is reduced. How-

ever, the rate of increase saturates when the length of each fiber span is small enough. From an engi-

neering point of view, small number of optical amplifiers in the system would simply system

implementation, maintenance, and reduce the cost, but would reduce the OSNR, and thus a tradeoff

has to be made in the determination of the fiber span length. The solid dot on each curve in

Fig. 8.5.6 indicates the place where the length of each fiber span is 80km. This example clearly tells

that when the length of each fiber span is shorter than 80km, further decreasing the span length would

not significantly improve the systemOSNR. Thus, in practical fiber-optic systems, amplified fiber span

lengths are typically between 60 and 100km.

8.5.1.4 Multipath interference
In practical optical systems, an optical signal may go through different paths before recombining at the

receiver. Multipath interference can be caused by beam splitting and combining, as well as reflections

along a fiber link with multiple optical connectors and interfaces, as illustrated in Fig. 8.5.7.
(A) (B)

FIG. 8.5.7

Linear crosstalk caused by (A) beam splitting and combining, and (B) optical reflections.
In Fig. 8.5.7, η is a crosstalk coefficient, and R1 and R2 are reflectivities of optical interfaces along

the fiber. τ¼nΔL/c is a relative time delay between the main and the delayed paths with n the refractive
index, ΔL the difference of path length, and c the speed of light. In most cases, the optical signal going

through the delayed path has much lower amplitude than that through the main path, that is η≪1

or R1R2≪1, thus multipath interference can be treated as a perturbation. Consider an optical signal

E(t)¼A(t)ejφ(t) with amplitude A(t) and phase φ(t), the photocurrent of this optical signal mixes with

its delayed and attenuated replica is,

I tð Þ¼ℜ A tð Þejφ tð Þ + ζA t� τð Þejφ t�τð Þ 2
¼ℜP tð Þ+ℜζ2P t� τð Þ+ 2ℜζ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P tð ÞP t� τð Þ

p
cosδφ tð Þ

(8.5.19)

where ℜ is the responsivity of the photodiode, P(t)¼jE(t)j2 is the signal optical power, and ζ¼η for
beam splitting/combining and ζ¼ ffiffiffiffiffiffiffiffiffiffi

R1R2

p
for multiple reflections as shown in Fig. 8.5.7A and B,

respectively. The optical phase is φ(t)¼ωt+φ0(t), where ω is the angular frequency and φ0 represents

a reference phase, the differential phase is

δφ tð Þ¼φ tð Þ�φ t� τð Þ¼ωτ +φ0 tð Þ�φ0 t� τð Þ (8.5.20)

The impact of multipath interference can be regarded as a conversion from phase noise of the optical

source into an intensity noise. The multipath configuration shown in Fig. 8.5.7A and the multiple-
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reflection configuration shown in Fig. 8.5.7B have the transfer functions of a Mach-Zehnder interfer-

ometer and a Fabry-Perot interferometer, respectively. For a constant wave (CW) optical source with

an intensity P(t)¼Pa, the photocurrent at the detector is I(t)�ℜPa[1+2ζ cosδφ(t)], where interference
has been assumed small enough so that the ζ2 term is neglected for simplicity.When the relative delay τ
is much shorter than the coherence length, the interference is coherent, and a linear approximation can

be used for the differential phase, δφ(t)� τ[ω+δω(t)] where δω(t)¼dφ(t)/dt is the optical frequency
deviation caused by the phase noise. Maximum conversion efficiency happens when ωτ¼mπ+π/2,
with m an integer, and the maximum intensity noise peak-to-peak amplitude on the photocurrent is

4ζIa, as shown in Fig. 8.5.8, where Ia�ℜPa is the average photocurrent.
I 

I  Ia a

FIG. 8.5.8

Illustration of phase noise to intensity noise conversion through phase-dependent transfer function

of multipath interference.
Now, let us look at the impact of coherent multipath interference on a binary intensity-modulated

waveform as illustrated in Fig. 8.5.9A. For simplicity, we assume that the waveform is ideal before the

multipath interference, so that P1¼2Pave and P0¼0 for optical power levels at digital “0” and “1,”

respectively, with Pave the average optical power. Based on Eq. (8.5.19), the maximum photocurrent

of digital “0” (corresponds to P(t)¼0 and P(t�τ)¼P1) isℜζ2P1, while the minimum photocurrent of

digital “1” (corresponds to P(t)¼P1 and P(t�τ)¼P1) isℜP1(1+ζ
2�2ζ). The worst-case peak-to-peak

variation caused by multipath interference at signal digital “1” is ΔI¼4ζ, and the normalized eye clo-

sure penalty is A�B¼ (1�2ζ). This value has been normalized by the nominal digital “1” photocur-

rent which is I1¼ℜP1.
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t PDF
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Δ
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FIG. 8.5.9

(A) illustration of normalized binary waveform with multipath interference, and (B) probability distribution

function of the waveform.
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Fig. 8.5.9B shows the probability density function (PDF) of the normalized photocurrent assume

P(t�τ)¼P(t). For a uniformly distributed differential phase δφ, the PDF of i(δφ)¼1+ζ2+2ζ cos(δφ) is

PDF¼ 1

2πζ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� i�1�ζ2

2ζ

� �2
s (8.5.21)

This PDF approaches infinity at i¼1+ζ2�2ζ.
The coherent interference happens when the relative delay time τ is much shorter than the coherence

time of the laser source defined by Eq. (3.3.55), that is τ≪1/(πΔντ), where Δν is the spectral linewidth
of the laser source. On the other hand, if the relative delay is very long such that τ≫1/(πΔντ),
statistically,δφ(t)¼φ(t) is valid and multipath interference will result in an incoherent addition. In such

a case, multipath interference can be seen as a mechanism which converts the phase noise into a RIN,

which is (Gimlett and Cheung, 1989)

RIN fð Þ� 4ζ2

π

Δν
f 2 + Δνð Þ2
" #

(8.5.22)

which is dependent on the spectral linewidth, Δν, of the laser source, but independent of the relative
delay τ. In this case, the impact of multipath interference can be treated simply as an additional noise

term in the system performance evaluation as discussed in Section 8.3.
8.5.2 PERFORMANCE DEGRADATION DUE TO FIBER NONLINEARITIES
While sources of linear degradation in a fiber-optic system discussed earlier are independent of the

signal optical power level, performance of a fiber-optic system can also be degraded by nonlinear ef-

fects in the optical fiber which is sensitive to the level of optical power used. Because of the small

diameter of the fiber core, on the order of 9μm for a standard single-mode fiber, even for a moderate

optical power level of 1 mW, the power density is more than 1 kW/cm2. Kerr effect nonlinearity orig-

inates from the power density-dependent refractive index, which is responsible to a number of well-

known effects including SPM, XPM, FWM, and modulation instability (MI). Nonlinear scattering

effects such as stimulated Brillouin scattering (SBS) and stimulated Raman scattering (SRS) caused

by interaction between the signal photons and the traveling acoustic phonons and photonic phonons,

respectively, can cause energy translation from high energy photons to low-energy photons which gen-

erates new wavelength components. Mechanisms of both the Kerr effect and the nonlinear scattering

have been introduced in Chapter 2. In the following, we discuss the impact of these fiber nonlinearities

in the performance of fiber-optical communication systems.

As discussed in Chapter 2, the analysis of Kerr effect nonlinearity in a fiber usually starts from a

nonlinear differential equation which describes the envelope of optical field propagating along an op-

tical fiber (Agrawal, 1989):

∂A t, zð Þ
∂z

+
iβ2
2

∂
2A t, zð Þ
∂t2

+
α

2
A t, zð Þ� iγ A t, zð Þj j2A t, zð Þ¼ 0 (8.5.23)

where A(t, z) is a time and position-dependent complex optical field along the fiber z is the longitudinal

coordinate along the fiber, β2 is the chromatic dispersion parameter, α is the fiber loss parameter, and
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γ¼n2ω/(cAeff) is the nonlinear parameter with n2 the nonlinear refractive index, ω the optical fre-

quency, c the speed of light, and Aeff the effective cross-section area of the fiber core. We have

neglected high-order dispersion terms for simplicity.

Because the complex optical field A(t, z) is both time and position dependent, there is no standard

analytical solution to the nonlinear differential equation (8.5.23). Numerical simulation is commonly

used for transmission performance estimation. In this section, we first introduce split-step Fourier

method (SSFM) of numerical simulation, and then discuss analytical and semi-analytical solutions

for the impact of specific nonlinear degradation mechanisms.

SSFM is a popular technique commonly used in numerical simulations for fiber-optic system perfor-

mance evaluation. It models the dispersion effect in the frequency domain and nonlinear Kerr-Effect in

the time domain. Because signal optical power reduces gradually along the fiber due to attenuation, SSFM

divides the transmission fiber intomany short sections so that an average power can be used for each section.

Based on the nonlinear differential equation (8.5.23), if only linear effects including dispersion and

attenuation of the fiber are considered, Eq. (8.5.23) reduces to

∂A t, zð Þ
∂z

¼� iβ2
2

∂
2A t, zð Þ
∂t2

�α

2
A t, zð Þ (8.5.24)

which has an analytic solution in the frequency domain as

eA ω, Lð Þ¼ exp
iβ2ω

2

2
�α

2

� �
L

� �eA ω, 0ð Þ (8.5.25)

where L is the fiber length. eA ω, Lð Þ and eA ω, 0ð Þ are the Fourier transforms of A(t,L) and A(t, 0) at the
output (z¼L) and the input (z¼0) of the fiber, respectively.

On the other hand, if only the nonlinear Kerr-Effect is considered, and assuming the optical power is

constant along the fiber, Eq. (8.5.23) reduces to

∂A t, zð Þ
∂z

¼ iγ A t, zð Þj j2A t, zð Þ (8.5.26)

which can be solved analytically in the time domain, and the solution relating the optical field at the

fiber input A(t, 0) and that at the fiber output A(t,L) by

A t, Lð Þ¼A t, 0ð Þexp iγ Aj j2L
	 


(8.5.27)

To generalize, we can separate the frequency domain and the time domain solutions into two operators

for the nonlinear differential equation:

∂A t, zð Þ
∂z

¼ D̂+ N̂
� �

A t, zð Þ (8.5.28)

where

D̂¼� iβ2
2

∂
2

∂t2
�α

2
(8.5.29)

is a linear differential operator for dispersion and loss, and

N̂¼ iγ A t, zð Þj j2 (8.5.30)

is a nonlinear operator representing the nonlinear phase shift.
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In a practical fiber system, signal optical power jA(t, z)j2 is a function of z, and the dispersion pa-

rameter β2 may also be z-dependent, which makes the solution of Eq. (8.5.28) difficult. In the numerical

solution process, one can divide the optical fiber into k sections as illustrated in Fig. 8.5.10, where hn is
the length of the nth section. The purpose of dividing the fiber into many short sections is to make sure

that within each section both jA(t, z)j2 and β2 have negligible changes with z, so that an average value

can be used for each of them within the short section.
z 

z+hn

hn

1 2 n k 

0 z L 

A(t, 0) A(t, L)

A(t, z) A(t, z+hn)

FIG. 8.5.10

Divide a long fiber into k short sections for split-step Fourier simulation.
Assume that over the short fiber section n with length hn, as shown in Fig. 8.5.10, dispersion and

nonlinear effects act independently, the solution of Eq. (8.5.28) can be written as

A t, z + hnð Þ¼ exp D̂hn
� � � exp N̂hn

� �
A t, zð Þ (8.5.31)

The linear operator representing dispersion and attenuation can be calculated in the Fourier domain as

exp D̂hn
� �

A t, zð Þ¼F�1 exp hnD̂ jωð Þ� � �F A t, zð Þ½ �� �
(8.5.32)

where, F(x) and F�1(x) represent Fourier transform and inverse Fourier transform, respectively, and the

frequency domain linear operator is

D̂ jωð Þ¼�i
λ20
4πc

� �
ω2D�α

2
(8.5.33)

where λ0 is the central wavelength of the optical signal andD¼ �2πcβ2/λ0
2.The nonlinear effect can be

calculated directly in the time domain as

exp N̂hn
� �

A t, zð Þ¼ exp iγ A z, tð Þj j2hn
	 


A t, zð Þ (8.5.34)

Combining these two operators allows us to find the relationship between the input field A(t, z) and the
output field A(t, z+hn) of section n,

A t, z + hnð Þ¼ exp iγ A z, tð Þj j2hn
	 


F�1 exp
iβ2ω

2

2
hn�α

2
hn

� �
F A z, tð Þ½ �

� �
(8.5.35)

The overall transfer function of a long fiber can then be obtained by repeating the process of

Eq. (8.5.35) section by section from the beginning to the end of the fiber. A Fourier transform and

an inverse Fourier transform has to be used for each short fiber section.

As a numerical algorithm, the major advantage of SSFM is that the results automatically include

both linear chromatic dispersion effect and the nonlinear Kerr effect. Given an input complex optical

field in time-domain A(0, t), one can find the output complex optical field in the time-domain, A(L, t),
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through a section-by-section calculation. The impacts of SPM, XPM, and FWM are all included.

Fig. 8.5.11 shows examples of optical spectra and eye diagrams of a three channel WDM system

with per channel average optical power of �10, 0, and 5 dBm, respectively. The system has

80-km standard single-mode fiber with 16 ps/nm/km chromatic dispersion at 1550 nm signal wave-

length. Fiber cross section area is 80 μm2 with a nonlinear refractive index n2¼2.35�1020m2/W and

a loss coefficient of 0.25 dB/km. NRZ modulation format is used at 10 Gb/s data rate, and WDM

channel spacing is 100 GHz. A dispersion compensator is used at the receiver to compensate the im-

pact of chromatic dispersion. Only the middle channel is selected at the receiver to measure the eye

diagram.
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FIG. 8.5.11

Optical spectra (top row) and eye diagrams (bottom row) of a three-channel WDM system with per-channel

average powers of �10 dBm [(A) and (D)], 0 dBm [(B) and (E)], and 5 dBm [(C) and (F)] at the input of 80 km

standard single-mode fiber.
Because chromatic dispersion is completely compensated in front of the receiver, the eye diagram is

widely open when the average signal optical power is low (�10 dBm per channel). With the increase

of the launched signal optical power to 0 dBm per channel, Kerr effect nonlinearity starts to show its

impact in the eye diagram. Further increasing the per channel signal power to 5 dBm, the effect of non-

linearity becomes significant, primarily due to nonlinear crosstalk introduced through FWM. A number

of new frequency components are generated in the optical spectrum as shown in Fig. 8.5.11C. As has

been discussed in Section 2.6, the newly generated mixing products coherently interfere with the

original optical channel at the same frequency which creates an eye closure penalty.

Examples shown in Fig. 8.5.11 are for a system with only a single fiber span of 80 km. The split step

simulation can also be used for WDM fiber systems with multiple fiber spans with inline optical am-

plifiers. This provides a powerful tool for system design and performance evaluation. Notice that in

the simulated results shown in Fig. 8.5.11, we have assumed that all signal optical channels are
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co-polarized along the fiber so that the effect of FWM is the maximum. In a practical system, the state

of polarizations (SOPs) of WDM channels at different wavelengths may walk-off from each other

along the fiber due to PMD, and thus the actual efficiency of FWM may be lower especially in

long-distance fiber-optical systems with multiple fiber spans.

The numerical method of SSFM is a powerful tool for system design, but on the flip side it is usually

time consuming in the computation, which can often be prohibitive especially for systems with wide

optical bandwidth and large numbers of WDM channels. In such cases the sizes of Fourier transform

and inverse Fourier transform have to be excessively large and the speed of computation can be pain-

fully slow. Optical spectra and eye diagrams obtained through numerical simulation shown in

Fig. 8.5.11 automatically include all Kerr effect nonlinearities including SPM, XPM, and FWM. It

lacks direct explanation of the physical mechanism behind each individual effect. Therefore, analytic

or semi-analytic methods can be more helpful in understanding the impact of each individual nonlinear

effect, and avoiding lengthy numerical processes.
8.5.3 SEMI-ANALYTICAL APPROACHES TO EVALUATE NONLINEAR CROSSTALKS
IN FIBER-OPTIC SYSTEMS
In an amplified multispan WDM optical system, interchannel nonlinear crosstalk is an important con-

cern, especially when the system has a large number of spans and the signal optical power level is high.

Although SSFM discussed in the previous section can be used to evaluate the nonlinear crosstalks

through numerical solutions based on the nonlinear wave propagation equation, analytical or semi-

analytical solutions based on first principles can be very helpful in understanding physical mechanisms.

In this section we discuss analytic and semi-analytic solutions to evalute the impact of nonlinear

crosstalks including XPM, FWM, and MI in multispan WDM fiber-optic systems.
8.5.3.1 XPM-induced intensity modulation in IMDD optical systems
XPM originates from the Kerr effect in optical fibers, in which intensity modulation of one optical

carrier can modulate the phases of other co-propagating optical signals in the same fiber

[Chraplyvy, 1990; Marcuse et al., 1994 (JLT)]. Unlike phase encoded optical systems, intensity-

modulation direct-detection (IMDD) optical systems are not particularly sensitive to signal optical

phase fluctuations. Therefore XPM-induced PM alone is not a direct source of performance degrada-

tion in IMDD systems. However, due to the chromatic dispersion of optical fibers, phase modulation

can be converted into intensity modulation (Wang and Petermann, 1992) and thus can degrade the

IMDD system performance. On one hand, nonlinear phase modulation created by XPM is inversely

proportional to the signal baseband modulation frequency (Chiang et al., 1996); on the other hand,

the efficiency of phase noise to intensity noise conversion through chromatic dispersion increases with

the modulation frequency (Wang and Petermann, 1992). Therefore, XPM-induced overall intensity

modulation is a complicated function of the signal modulation frequency.

The theoretical analysis of XPM begins with the nonlinear wave propagation equation (8.5.23). As

illustrated in Fig. 8.5.12, assume that there are only two wavelength channels copropagating along the

fiber,they are defined as the probe and the pump, and their optical fields are denoted as Aj(t, z) and
Ak(t, z), respectively. The evolution of the probe wave (a similar equation can be written for the pump

wave) is described by
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∂Aj t, zð Þ
∂z

¼�α

2
Aj t, zð Þ� 1

vj

∂Aj t, zð Þ
∂t

� iβ2
2

∂
2Aj t, zð Þ
∂t2

+ iγjpj t, zð ÞAj t, zð Þ + iγj2pk t� z=vk, zð ÞAj t, zð Þ
(8.5.36)

where α is the fiber attenuation coefficient, β2 is the chromatic dispersion parameter, γj¼2πn2/(λjAeff)

is the nonlinear coefficient, n2 is the nonlinear refractive index, λj and λk are the probe and the pump

wavelengths, Aeff is the fiber effective core area, and pk¼jAk j2 and pj¼jAj j2 are optical powers of the
pump and the probe, respectively. Due to chromatic dispersion, the pump and the probe waves gen-

erally travel at different speeds, and this difference must be taken into account in the calculation of

XPM because it introduces the walk-off between the two waves. Here we use vj and vk to represent

the group velocities of these two channels.

On the right-hand side of Eq. (8.5.36), the first term represents the effect of attenuation, the second

term is the linear propagation group delay, the third term accounts for chromatic dispersion, the fourth

term is responsible for SPM, and the fifth term is the XPM on the probe signal j induced by the pump

signal k. The strength of XPM is proportional to the optical power of the pump and the fiber nonlinear

coefficient. To simplify our analysis and focus the investigation on the effect of XPM-induced inter-

channel crosstalk, the interaction between SPM and XPM has to be neglected, assuming that these two

act independently. We also assume that the probe is operated in CW, whereas the pump is modulated

with a sinusoid at a frequencyΩ. Although the effects of SPM for both the probe and the pump channels

are neglected in the XPM calculation, a complete system performance evaluation can take into account

the effect of SPM and other nonlinear effects separately. This approximation is valid as long as the

pump signal waveform is not appreciably changed by the SPM-induced distortion within the nonlinear

length of the fiber. Under this approximation the third term on the right hand side of Eq. (8.5.36)

can thus be neglected. Using variable substitutions T¼ t� z/vj and Aj(t, z)¼Ej(T, z)exp(�αz/2),
Eq. (8.5.36) becomes

∂Ej T, zð Þ
∂z

¼� iβ2
2

∂
2Ej T, zð Þ
∂T2

+ iγj2pk T�djkz, 0
� �

exp �αzð ÞEj T, zð Þ (8.5.37)

where djk	 (1/vj)� (1/vk) is the relative pump/probe walk-off, which can be linearized as djk¼DΔλjk if
the channel separation Δλjk is not too wide. D¼ �2πcβ2/λ

2 is the fiber dispersion coefficient, λ is the
average wavelength, and c is the light velocity. This linear approximation of djk neglected higher-order
dispersion effects.
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Illustration of pump-probe interaction through XPM process.
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In general, dispersion and nonlinearity act together along the fiber. However, as illustrated

by Fig. 8.5.13, in an infinitesimal fiber section dz, we can assume that the dispersive and the

nonlinear effects act independently, the same idea as used in the SSFM discussed in the last section.

Let Ej(T, z)¼jEj jexp[iϕj(T, z)], where jEj j and ϕj are the amplitude and the phase of the probe

channel optical field. Taking into account the effect of XPM alone, at z¼z0, the nonlinear phase

modulation in the probe signal induced by the pump power in the small fiber section dz can be

obtained as

dϕj T, z
0ð Þ¼ γj2pk T�djkz

0, 0
� �

exp �αz0ð Þdz

The Fourier transformation of this phase variation gives

deϕj Ω, z0ð Þ¼ 2γjpk Ω, 0ð Þe �α+ iΩdjkð Þz0dz (8.5.38)

Neglecting the intensity fluctuation of the probe channel, this phase change corresponds to a change

in the electrical field, Ej exp idϕj T, z
0ð Þ� ��Ej 1 + idϕj T, z

0ð Þ� �
, or, in the Fourier domain,

Ej 1 + ideϕj Ω, z0ð Þ
h i

, where deϕj Ω, z0ð Þ is the Fourier transform of dϕj(T, z
0), and Ej represents the average

field amplitude.

Due to chromatic dispersion of the fiber, the phase variation generated at location z¼z0 is converted
into an amplitude variation at the end of the fiber z¼L. Taking into account a source term of

nonlinearity-induced phase perturbation at z¼z0 and the effect of chromatic dispersion, the Fourier

transform of Eq. (8.5.37) becomes

∂eEj Ω, zð Þ
dz

¼ iβ2Ω2

2
� eEj Ω, zð Þ+Ej 1 + ideϕ Ω, z0ð Þ

h i
δ z� z0ð Þ

where the Kronecker delta δ(z�z0) is introduced to take into account the fact that the source

term exists only in an infinitesimal fiber section at z¼z0. Therefore, at the fiber output z¼L, the probe
field is

eEj Ω, Lð Þ¼Ej + ideϕj Ω, z0ð ÞEj exp iβ2Ω2 L� z0ð Þ=2� �
FIG. 8.5.13

Illustration of elementary contribution of XPM from a short fiber section.
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The optical power variation caused by the nonlinear phase modulation created in the short section dz at
z¼z0 is thus

Δeajk Ω, z0, Lð Þ¼ eEj Ω, Lð Þ 2�Ej
2 ¼�2Ej

2
deϕj Ω, z0ð Þsin β2Ω2 L� z0ð Þ=2� �

where a linearization has been made considering that deϕj is infinitesimal. Using Ej(T, z)¼Aj(T+ z/vj, z)
exp(αz/2) and Eq. (8.5.38), integrating all nonlinear phase contributions along the fiber, the accumu-

lated intensity fluctuation at the end of the fiber can be obtained as

Δesjk Ω, Lð Þ¼�4γjpj 0ð Þe� α�iΩ=vjð ÞL
ðL

0

pk Ω, 0ð Þsin β2Ω2 L� z0ð Þ=2� �
e� α�iΩdjkð Þz0dz0 (8.5.39)

where Δesjk Ω, Lð Þ¼Δeajk Ω, Lð Þe�αL represents the fluctuation of Aj at frequency Ω. After integration,

we have

Δesjk Ω, Lð Þ¼ 2pj Lð ÞγjeiΩ=vjLpk Ω, 0ð Þ exp iβ2Ω2L=2
� �� exp �α+ iΩdjk

� �
L

i α� iΩdjk + iβ2Ω2=2
� �

(

� exp �iβ2Ω2L=2
� �� exp �α+ iΩdjk

� �
L

i α� iΩdjk� iβ2Ω2=2
� �

) (8.5.40)

where pj(0) and pj(L) are the probe optical powers at the input and the output of the fiber, respectively. If
the fiber length is much longer than the nonlinear length, exp(�αL) ≪1, and themodulation bandwidth

is much smaller than the channel spacing, that is, djk≫β2Ω/2, a much simpler frequency domain de-

scription of the XPM-induced intensity fluctuation can be derived for the probe channel:

Δesjk Ω, Lð Þ¼ 4γjpj Lð Þpk Ω, 0ð Þ sin β2Ω2L=2
� �
α� iΩdjk

eiΩ=vjL (8.5.41)

Eq. (8.5.41) can be further generalized to analyze multispan optically amplified systems, where the

total intensity fluctuation at the receiver is the accumulation of XPM contributions created by all fiber

spans, as illustrated in Fig. 8.5.14. For a system with N amplified fiber spans, the nonlinear phase mod-

ulation created in themth span produces an intensity modulationΔes mð Þ
jk Ω, LNð Þ at the end of the system.

Even though the phase modulation creation depends only on the pump power and the pump/probe

walk-off within themth span, the phase-to-intensity conversion depends on the accumulated dispersion

of the fibers from the mth to the Nth fiber spans, and therefore

Δ es mð Þ
jk Ω, LNð Þ¼ 4γjpj LNð Þp mð Þ

k Ω, 0ð Þexp iΩ
Xm�1

n¼1

d
nð Þ
jk L nð Þ

" # sin Ω2
XN
n¼m

β nð Þ
2 L nð Þ=2

" #

α� iΩd ið Þ
jk

exp iΩLN=vj
� �

(8.5.42)

where LN ¼
PN

n¼1L
nð Þ is the total fiber length in the system, L(m) and β2

(m) are fiber length and dispersion

of the m-th span (where L(0)¼0), pk
(m)(Ω, 0) is the pump signal input power spectrum in the m-th span,

and djk
(m) is the relative walk-off between two channels in the mth span (where djk

(0)¼0). To generalize

the single-span XPM expression Eqs. (8.5.41) to (8.5.42), which represents a multispan system, the

term sin(β2Ω2L/2) in Eq. (8.5.41) has to be replaced by sin Ω2
PN

n¼mβ
nð Þ
2 L nð Þ=2

h i
in Eq. (8.5.42) to take
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into account the linear accumulation of dispersion. Another important effect that has to be taken into

account is the different propagation speeds between the pump and the probe wavelengths. The phase

difference between the pump and the probe at the input of themth span is different from that at the input

of the first span. The walk-off-dependent term exp iΩ
Pm�1

n¼1 d
nð Þ
jk L nð Þ

h i
in Eq. (8.5.42) takes into account

the walk-off between the probe and the pump channels before they both enter the m-th fiber span.

Finally, contributions from all fiber spans add up, as illustrated in Fig. 8.5.14, and therefore the

intensity fluctuation induced by the XPM of the whole system can be expressed as

ΔeSjk Ω, LNð Þ¼
XN
m¼1

Δes mð Þ
j Ω, LNð Þ (8.5.43)

In the time domain, the output probe optical power with XPM-induced intensity crosstalk is

pjk t, LNð Þ¼ pj LNð Þ +ΔSjk t, LNð Þ (8.5.44)

where ΔSjk(t,LN) is the inverse Fourier transform ofΔeSjk Ω, LNð Þ and pj(LN) is the probe output without
XPM. ΔSjk(t,LN) has a zero mean.
FIG. 8.5.14

Linear superposition of XPM contributions from each amplified span.
When the probe signal reaches an optical receiver, the electrical power spectral density at the output

of the photodiode is the Fourier transform of the autocorrelation of the time domain optical intensity

waveform. Therefore we have

ρj Ω, LNð Þ¼ η2 p2j LNð Þδ Ωð Þ+ ΔeSjk Ω, LNð Þ
 2

� �
(8.5.45)

where δ is the Kronecker delta and η is the photodiode responsivity. For Ω>0, the XPM induced elec-

trical domain power spectral density in the probe channel, normalized to its power level without an

XPM effect, can be expressed as

Δpjk Ω, LNð Þ¼
η2 ΔeSjk Ω, LNð Þ
 2
η2p2j LNð Þ ¼

XN
i¼1

4γjp
ið Þ
k Ω, 0ð Þexp iΩ

Xi�1

n¼1

d
nð Þ
jk L nð Þ

" # sin Ω2
XN
n¼i

β nð Þ
2 L nð Þ=2

" #

α� iΩd ið Þ
jk

8>>>><
>>>>:

9>>>>=
>>>>;





2

(8.5.46)
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Δpjk(Ω,LN) can be defined as a normalized XPM power transfer function, which can be directly mea-

sured by a microwave network analyzer. It is worth noting that in the derivation of Eq. (8.5.46), the

waveform distortion of the pump signal has been neglected. This is indeed a small signal approxima-

tion, which is valid when the XPM-induced crosstalk is only a weak perturbation to the probe signal

(Shtaif and Eiselt, 1997). In fact, if this crosstalk level is less than, for example, 20% of the signal, the

second-order effect caused by the small intensity fluctuation through SPM in the pump is considered

negligible.

To characterize the XPM-induced interchannel crosstalk and its impact in optical system perfor-

mance, it is relatively easy to perform a frequency-domain transfer function measurement. A block

diagram of the experimental setup is shown in Fig. 8.5.15. Two external-cavity tunable semiconductor

lasers (ECL) emitting at λj and λk, respectively, are used as sources for the probe and the pump. The

probe signal is CW and the pump signal is externally modulated by a sinusoid signal from a microwave

network analyzer. The two optical signals are combined by a 3 dB coupler and then sent to an EDFA to

boost the optical power. A tunable optical filter is used before the receiver to select the probe signal and

suppress the pump signal. After passing through an optical preamplifier, the probe signal is detected by

a wideband photodiode, amplified by a microwave amplifier, and then sent to the receiver port of the

network analyzer. The transfer function measured in this experiment is the relationship between the

frequency-swept input pump and its crosstalk into the output probe.
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FIG. 8.5.15

Experimental setup for frequency domain XPM measurement.
As an example, Fig. 8.5.16 shows the normalized XPM frequency response measured at the output

of a fiber link consisting of a single 114 km span of nonzero dispersion-shifted fiber (NZDSF). The

channel spacings used to obtain this figure were 0.8 nm (λj¼1559 nm, λk¼1559.8 nm) and 1.6 nm

(λj¼1559 nm, λk¼1560.6 nm). Corresponding theoretical results obtained from Eq. (8.5.46) are also

plotted in the same figure. To have the best fit to the measured results, parameters used in the calcu-

lation were chosen to be λ0¼1520.2 nm, S0¼0.075 ps/km/nm2, n2¼2.35 �10�20m2/W,

Aeff¼5.5 �10�11m2, and α¼0.25 dB/km. These values agree with nominal parameter values of the

NZDSF used in the experiment. Both the probe and the pump signal input optical powers were

11.5 dBm, and the pump channel modulation frequency was swept from 50 MHz to 10 GHz. To avoid
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significant higher-order harmonics generated from the LiNbO3 Mach-zehnder intensity modulator, the

modulation index is chosen to be approximately 50%. High-pass characteristics are clearly demon-

strated in both curves in Fig. 8.5.16. This is qualitatively different from the frequency dependence

of phase-modulation described in the following section, where the conversion from phase modulation

to intensity modulation through fiber dispersion does not have to be accounted for and the phase var-
iation caused by the XPM process has a low-pass characteristic (Chiang et al., 1996). In an ideal IMDD

system, the phase modulation of the probe signal by itself does not affect the system performance.

However, when a nonideal optical filter is involved, it may convert the phase noise to intensity noise.

This is significant in the low frequency part where XPM-induced probe PM is high. The discrepancy

between theoretical and experimental results in the low-frequency part of Fig. 8.5.16 is most likely

caused by electrostriction nonlinearity and the transverse acoustic wave resonating between the center

of the fiber core and the circumference of the fiber cladding which causes resonance in the frequency

regime lower than 1 GHz (Hui et al., 2015).
FIG. 8.5.16

XPM frequency response in the system with single span (114 km) nonzero dispersion shifted fiber. Stars: 0.8-nm

channel spacing (λprobe¼1559 nm and λpump¼1559.8 nm), open circles: 1.6-nm channel spacing

(λprobe¼1559 nm and λpump¼1560.6 nm). Continuous lines are corresponding theoretical results.
To demonstrate the effect of XPM in multispan systems, Fig. 8.5.17 shows the XPM frequency

response of a two-span NZDSF system (114 km for the first span and 116 km for the second span),

where, again, two channel spacings of 0.8 and 1.6 nm were used and the optical power launched into

each fiber span was 11.5 dBm. In this multispan case, the detailed shape of the XPM frequency res-

ponse is strongly dependent on the channel spacing, and the ripples in the XPM spectral shown in

Fig. 8.5.17 are due to interference between XPM-induced crosstalk created in different fiber spans.
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For this two-span system, the notch frequencies in the spectrum can found from Eq. (8.5.46) as

approximately

1 + eiΩdjkL1 ¼ 0 (8.5.47)

The frequency difference between adjacent notches in the spectrum is thus, Δf¼1/(djkL1), where L1 is
the fiber length of the first span.
FIG. 8.5.17

XPM frequency response in the system with two spans (114 and 116 km) of NZDSF. Stars: 0.8 nm channel

spacing (λprobe¼1559 nm and λpump¼1559.8 nm), open circles: 1.6 nm channel spacing (λprobe¼1559 nm and

λpump¼1560.6 nm). Continuous lines are corresponding theoretical results.
Because the resonance structure of the XPM transfer function is caused by interactions between

XPM created in various fiber spans, different arrangements of fiber system dispersion maps may cause

dramatic changes in the overall XPM transfer function. As another example, the XPM frequency

response measured in a three-span system is shown in Fig. 8.5.18, where the first two spans are

114 and 116 km of NZDSF and the third span is 75 km of standard SMF. In this experiment, the EDFAs

are adjusted such that the optical power launched into the first two spans of NZDSF is 11.5 dBm and the

power launched into the third span is 5 dBm. Taking into account the larger spot size, Aeff¼80μm2, of

the standard SMF (about 55μm2 for NZDSF) and the lower pump power in the third span, the nonlinear

phase modulation generated in the third span is significantly smaller than that generated in the previous

two spans.

Comparing Fig. 8.5.18 with Fig. 8.5.17, we see that the level increase in the crosstalk power transfer

function in Fig. 8.5.18 is mainly due to the high dispersion in the last standard SMF span. This high

dispersion results in a high efficiency of converting the PM, created in the previous two NZDSF spans,

into intensity modulation. As a reasonable speculation, if the standard SMFwere placed at the first span

near the transmitter, the XPM crosstalk level would be much lower.



FIG. 8.5.18

XPM frequency response in a system with two spans (114 and 116 km) of NZDSF and one span (75 km) of

normal SMF. Stars: 0.8 nm channel spacing (λprobe¼1559 nm and λpump¼1559.8 nm), open circles: 1.6 nm

channel spacing (λprobe¼1559 nm and λpump¼1560.6 nm).
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So far we have discussed the normalized frequency response of XPM-induced intensity crosstalk

and the measurement technique. It would also be useful to find its impact on the performance of optical

transmission systems. Even though the CW waveform of the probe simulates only the continuous “1”s

in an NRZ bit pattern, the results may be generalized to pseudo-random signal waveforms. It is evident

in Eq. (8.5.41) that the actual optical power fluctuation of the probe output caused by XPM is directly

proportional to the unperturbed optical signal of the probe channel. Taking into account the actual

waveforms of both the pump and the probe, XPM-induced crosstalk from the pump to the probe

can be obtained as

Cjk tð Þ¼F�1 F mk tð Þ½ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δpjk Ω, Lð Þ

q ffiffiffiffiffiffiffiffiffiffiffiffi
Hj Ωð Þ

qn o
mj tð Þ (8.5.48)

where mj(t) is the normalized probe waveform at the receiver and mk(t) is the normalized pump wave-

form at the transmitter. For pseudo-random bit patterns, mj,k(t)¼uj,k(t)/2Pj,k
av with uj,k, the real wave-

forms, and Pj, k
av , the average optical powers F and F�1 indicate Fourier and inverse Fourier

transformations.Hj(Ω) is the receiver electrical power transfer function for the probe channel.

It is important to mention here that the expression ofΔpjk(Ω,L) in Eq. (8.5.46) was derived for a CW
probe, so that Eq. (8.5.48) is not accurate during probe signal transitions between 0 and 1 s. In fact, XPM

during probe signal transitions may introduce an additional time jitter, which is neglected in this analysis.

It has been verified experimentally that XPM-induced time jitter due to a probe pattern effect was neg-

ligible compared to the XPM-induced eye closure at signal 1 in a system with NRZ coding; therefore the

CWprobe methodmight still be an effective approach (Eiselt, 1999OFC). Another approximation in this

analysis is the omission of pump waveform distortion during transmission. This may affect the details of

the XPM crosstalk waveforms calculated by Eq. (8.5.48). However, the maximum amplitude of Cj,k(t),
which indicates the worst-case system penalty, will not be affected as long as there is no significant
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change in the pump signal optical bandwidth during transmission. In general, the impact of XPM cross-

talk on system performance depends on the bit rate of the pump channel, XPM power transfer function of

the system, and the baseband filter transfer function of the receiver for the probe channel.

To understand the impact of XPM on the system performance, it is helpful to look at the time-

domain waveforms involved in the XPM process. As an example, trace A in Fig. 8.5.19 shows the nor-

malized waveform (optical power) of the pump channel, which is a 10 Gb/s (27�1) pseudo-random bit

pattern, band-limited by a 7.5 GHz raised-cosine filter. Suppose that the probe is launched into the

same fiber as a CW wave and its amplitude is normalized to 1. Due to XPM, the probe channel is

intensity modulated by the pump, and the waveforms created by the XPM process for two different

system configurations are shown by traces (B) and (C) in Fig. 8.5.19. Trace (B) was obtained in a

single-span system with 130 km NZDSF, whereas trace (C) shows the XPM crosstalk waveform cal-

culated for a three-span systemwith 130 kmNZDSF+115 kmNZDSF+75 km standard SMF. Looking

at these time-domain traces carefully, we can see that trace (B) clearly exhibits a simple high-pass

characteristic that agrees with the similar waveform measured and reported in Rapp (1997) in a

single-span fiber system. However, in multispan systems, XPM transfer functions are more compli-

cated. Trace (C) in Fig. 8.5.19 shows that the amplitude of the crosstalk associated with periodic

0 1 0 1 patterns in the pump waveform has been significantly suppressed.
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Time-domain waveforms. Trace (A): input pump signal (10 Gb/s (27�1) pseudo-random bit pattern). Trace (B):

XPM crosstalk of the probe channel in a single-span 130 km NZDSF system. Trace (C): XPM crosstalk of the

probe channel in a three-span system with 130 km NZDSF+115 km NZDSF+75 km normal SMF.
To help better understand the features in the time-domain waveforms obtained with various system

configurations, Fig. 8.5.20 shows the XPM power transfer functions in the frequency-domain corre-

sponding to trace (B) and trace (C) in Fig. 8.5.19. In the single-span case, the crosstalk indeed has
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a simple high-pass characteristic. For the three-span system, the XPM power transfer function has a

notch at the frequency close to the half bit rate, which suppresses the crosstalk of 0 1 0 1 bit patterns

in the time domain.
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XPM power transfer functions: trace (B) corresponds to time domain trace (B) in Fig. 8.5.19 and trace

(C) corresponds to time domain trace (C) in Fig. 8.5.19.
It is worth mentioning that the crosstalk waveforms shown in Fig. 8.5.19 were calculated before an

optical receiver. In practice, the transfer function and the frequency bandwidth of the receiver will re-

shape the crosstalk waveform and may have a strong impact on system performance. After introducing

a receiver transfer function, XPM-induced eye closure ECL in the receiver of a system can be evaluated

from the amplitude in the crosstalk waveform for the probe channel. The worst-case eye closure hap-

pens withmj(t)¼1, where ECL(mj¼1)¼{max[Cjk(t)]�min[Cjk(t)]}/2. It is convenient to define this eye
closure as a normalized XPM crosstalk. In a complete system performance evaluation, this normalized

XPM crosstalk penalty should be added on top of other penalties, such as those caused by dispersion

and SPM. Considering the waveform distortion due to transmission impairments, the received probe

waveform typically hasmj(t)
1, especially for isolated 1 s. Therefore normalized XPM crosstalk gives

a conservative measure of system performance.

In WDM optical networks, different WDM channels may have different data rates. The impact of

probe channel bit rate on its sensitivity to XPM-induced crosstalk is affected by the receiver bandwidth.

Fig. 8.5.21A shows the normalized power crosstalk levels vs the probe channel receiver electrical band-

width for 2.5, 10, and 40 Gb/s bit rates in the pump channel. This figure was obtained for a single-span

system of 100 km with a dispersion of 2.9 ps/nm/km, launched optical power of 11.5 dBm, and a chan-

nel spacing of 0.8 nm. In this particular system, we see that for a bit rate of higher than 10 Gb/s, the
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XPM-induced crosstalk is less sensitive to the increase in the pump bit rate. This is because the nor-

malized XPM power transfer function peaks at approximately 15 GHz for this system. When the pump

spectrum is wider than 15 GHz, the XPM crosstalk efficiency is greatly reduced. This is the reason that

the difference in the XPM-induced crosstalk between 40 and 10 Gb/s systems is much smaller than that

between 10 and 2.5 Gb/s systems.
(B) 

0 5 10 15 20 25 30
–35

–30

–25

–20

–15

–10

Receiver electrical bandwidth (GHz) 

N
or

m
al

iz
ed

 c
ro

ss
ta

lk
 (

dB
) 

40GHz

10GHz 

2.5GHz 

0 5 10 15 20 25 30
–30

–25

–20

–15

–10

–5

Receiver electrical bandwidth (GHz) 

N
or

m
al

iz
ed

 c
ro

ss
ta

lk
 (

dB
) 

40GHz 

2.5GHz 

(A) 

10GHz 

FIG. 8.5.21

Normalized power crosstalk levels vs. the receiver bandwidth for 2.5, 10, and 40 Gb/s bit rates in the pump

channel. (A) The system has a 130-km single fiber span with fiber dispersion of 2.9 ps/nm/km and optical

channel spacing of 0.8 nm. Launched pump optical power at each span is 11.5 dBm. (B) The system has five

fiber spans (100 km/span) with fiber dispersion of 2.9 ps/nm/km and optical channel spacing of 0.8 nm.

Launched pump optical power at each span is 8.5 dBm.
Typical receiver bandwidths for 2.5, 10, and 40 Gb/s systems are 1.75, 7.5, and 30 GHz, respec-

tively. Fig. 8.5.21A indicates that when the receiver bandwidth exceeds the bandwidth of the pump

channel, there is little increase in the XPM-induced crosstalk level with further increasing of the re-

ceiver bandwidth. In principle, the crosstalk between high bit rate and low bit rate channels is compa-

rable to the crosstalk between two low bit rate channels. An important implication of this idea is in

hybrid WDM systems with different bit rate interleaving; for example, channels 1, 3, and 5 have high

bit rates and channels 2, 4, and 6 have low bit rates. The XPM-induced crosstalk levels in both high and

low bit rate channels are very similar and are not higher than the crosstalk level in the system with the

low bit rate. However, when the channel spacing is too low, XPM crosstalk from channel 3 to channel 1

can be bigger than that from channel 2 with a low bit rate. Fig. 8.5.21B shows the normalized crosstalk

levels vs receiver electrical bandwidth in a five-span NZDSF system with a 100 km/span. The fiber

dispersion is 2.9 ps/nm/km and the launched optical power at each span is 8.5 dBm. There is little dif-

ference in the crosstalk levels for the 10 Gb/s system and the 40 Gb/s system. This is because in systems

with higher accumulated dispersion, the XPM power transfer function peaks at a lower frequency and

the high-frequency components are strongly attenuated.
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Fig. 8.5.22 shows the normalized crosstalk vs fiber dispersion for the same system used to obtain

Fig. 8.5.21B. The fixed receiver bandwidths used for 40, 10, and 2.5 Gb/s systems are 30, 7.5, and

1.75 GHz, respectively. The worst-case XPM crosstalk happens at lower dispersion levels with higher

signal bit rates. It is worth noting that for the 10 Gb/s system, the worst-case XPM crosstalk happens

when the fiber dispersion parameter is 2.5 ps/nm/km, and therefore the total accumulated dispersion

of the system is 1250 ps/nm, which is about the same as the dispersion limit for an uncompensated

10 Gb/s system.
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FIG. 8.5.22

Normalized power crosstalk levels vs. the fiber dispersion for 2.5, 10, and 40 Gb/s bit rates. Five cascaded

fiber spans (100 km/span). Optical channel spacing 0.8 nm; 8.5 dBm launched pump optical power at

each span.
It needs to be pointed out that, for simplicity, in both Fig. 8.5.21A and B, the signal optical powers

were chosen to be the same for systems with different bit rates. However, in practice, a higher power

level is normally required for a systemwith a higher bit rate. A generalization of these results to the case

with different signal power levels can be made using the simple linear dependence of XPM crosstalk on

the launched power level, as shown in Eq. (8.5.41).

Althoughmost people would think that XPM crosstalk was significant only in low dispersion fibers,

Fig. 8.5.22 clearly indicates that for uncompensated systems, even before reaching the system disper-

sion limit, higher dispersion could produce significant XPM crosstalk. On the other hand, in dispersion

compensated optical systems, high local dispersion helps reduce the XPM-induced phase modulation

and low accumulated system dispersion will reduce the phase noise to intensity noise conversion.

One important way to reduce the impact of XPM-induced crosstalk in a fiber system is to use DC

(Saunders et al., 1997). The position of dispersion compensator in the system is also important.

The least amount of DC is required if the compensator is placed in front of the receiver. In this position,

the dispersion compensator compensates XPM crosstalk created in all fiber spans in the system. The

optimum amount of DC for the purpose of XPM crosstalk reduction is about 50% of the accumulated

dispersion in the system (Saunders et al., 1997). Although this lumped compensation scheme requires

the minimum amount of DC, it does not give the best overall system performance.
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Fig. 8.5.23 shows the normalized power crosstalk levels vs the percentage of DC in a 10 Gb/s sys-

tem with six amplified NZDSF fiber spans of 100 km/span. The dispersion of transmission fiber is

2.9 ps/nm/km and the launched optical power into each fiber span is 8.5 dBm. Nonlinear effects in

the DCFs are neglected for simplicity. Various DC schemes are compared in this figure. Trace (1)

is obtained with compensation in each span. In this scheme XPM-induced crosstalk created from

each span can be precisely compensated, so at 100% of compensation the XPM crosstalk is effectively

eliminated. Trace (2) was obtained with the dispersion compensator placed after every other span.

In this case, the value of DC can only be optimized for either the first span or the second span but

not for both of them. The residual XPM crosstalk level is higher in this case than that with com-

pensation in each span. Similarly, trace (3) in Fig. 8.5.23 was obtained with a dispersion compensator

placed after every three spans, and trace (4) is with only one lumped compensator placed in front of the

receiver. Obviously, when the number of dispersion compensators is reduced, the level of residual

XPM crosstalk is higher and the optimum value of DC is closer to 50% of the total system dispersion.

Therefore, in systems where XPM-induced crosstalk is a significant impairment, per-span DC

is recommended. However, this will increase the number of dispersion compensators and thus

increase the cost.
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FIG. 8.5.23

Normalized power crosstalk levels vs the percentage of dispersion compensation in a 10 Gb/s, six-span system

(100 km/span) with fiber dispersion of 2.9 ps/nm/km. An 8.5-dBm launched pump optical power at each fiber

span. (1) Dispersion compensation after each span, (2) dispersion compensation after every two spans, (3)

dispersion compensation after every three spans, and (4) one-lumped dispersion compensation in front of the

receiver.
8.5.3.2 XPM-induced phase modulation
In the last section, we discussed the intensity modulation introduced by XPM in which the phase mod-

ulation is converted into intensity modulation through chromatic dispersion. This XPM-induced inten-

sity crosstalk is a source of performance degradation in IMDD systems and introduces eye closure

penalty. On the other hand, if the system is phase modulated, most likely the most relevant impact
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of XPM is the nonlinear PM itself. In fact, from Eq. (8.5.38), if we directly integrate the elementary

contribution of nonlinear phase created over the entire fiber, the overall contribution is

eϕj Ωð Þ¼ 2γjpk Ω, 0ð Þ
ðL

0

e �α + iΩdjkð Þzdz¼ 2γjpk Ω, 0ð Þ ffiffiffiffiffiffiffiffiffiffi
ηXPM

p
Leff e

jθ (8.5.49)

where Leff¼ (1�e�αL)/α is the effective nonlinear length, and

ηXPM ¼ α2

α2 +Ω2d2jk
1 +

4sin2 ΩdjkL=2
� �

e�αL

1�e�αLð Þ2
" #

(8.5.50)

is the XPM-induced phase modulation efficiency, which is obviously a function of the modulation

frequency Ω. The phase term in Eq. (8.5.49) is

θ¼� tan�1 Ωdjk
α

� �
� tan�1 e�αL sin ΩdjkL

� �
1�e�αL cos ΩdjkL

� �
" #

(8.5.51)

In time domain, the XPM-induced phase variation of the probe signal can be expressed as (Chiang

et al., 1996)

ϕXPM L, tð Þ¼ γj Pj 0ð Þ + 2Pk 0ð Þ� �
Leff + eϕj Ωð Þ

 cos Ω t� L

vj

� �
+ θ

� �
(8.5.52)

where the first term on the right side is a constant nonlinear phase shift with Pj 0ð Þ and Pk 0ð Þ the average
input powers of the probe and the pump, respectively. In this case the conversion from phase modu-

lation to intensity modulation through chromatic dispersion has been neglected.

If the system has more than one amplified fiber span, the overall effect of XPM is the superposition

of contributions from all fiber spans,

ϕXPM

XN
l¼1

L lð Þ, t

 !
¼
XN
l¼1

eϕ lð Þ
j Ωð Þ

 cos Ω t�
XN
n¼1

L nð Þ

v
nð Þ
j

 !
+Ω

Xl�1

n¼1

L nð Þd nð Þ
jk + θ lð Þ

" #
(8.5.53)

whereN is the total number of amplified fiber spans, and each termof summation on the right hand side of

Eq. (8.5.53) represents the XPM-induced phase shift created in the corresponding fiber span. The addi-

tional phase termΩ
Pl�1

n¼1L
nð Þd nð Þ

jk represents the effect of pump-probe phasewalk-off before the lth span.
XPM-induced phase modulation can be measured with phase-sensitive techniques such as coherent

detection which will be discussed in details in the following chapter. Fig. 8.5.24 shows examples of the

measured XPM-induced phase modulation indices in two-span and three-span amplified fiber-optic

systems (Chiang et al., 1996). Similar to that shown in Fig. 8.5.15, in this measurement two tunable

lasers are used as the probe and the pump at the wavelengths of λj and λk, respectively. The pump laser is

intensity modulated by a sinusoid wave at frequency Ω through an external modulator. The probe and

the pump are combined and sent to an optical system with multiple amplified fiber spans. At the output

of the optical system, a narrowband optical filter is used to select the probe wave at λj while rejecting
the pump. Instead of measuring the intensity modulation created by the XPM process, this measure-

ment measures the optical phase modulation created on the probe through XPM using a phase-sensitive

detection technique. As the average pump power level Pk(0) at the input of each amplified fiber span

was equal, the XPM index was defined as a normalized phase modulation efficiency ϕXPM/Pk(0).

The wavelength spacing between the pump and the probe in this measurement was 3.7 nm.
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FIG. 8.5.24

XPM index for (A) a two-span system and (B) a three-span system (Chiang et al., 1996).
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Fig. 8.5.24A was obtained in a system with two fiber spans, each having 25 km standard SMF. For

Fig. 8.5.24B there were three fiber spans in the system, again with 25 km standard SMF in each span. In

both cases, optical power at the input of each span was set to 7 dBm. If there is no optical amplifier

between fiber spans, the XPM index vs modulation frequency decreases monotonically showing a low-

pass characteristic. This is shown in Fig. 8.5.24 as the dotted lines that were calculated with a single

50 km (a) and 75 km (b) fiber span. When an optical amplifier was added at the beginning of each

25 km fiber span, the XPM indices varied significantly over the modulation frequency. Clearly, this

is due to coherent interferences between XPM-induced PMs produced in different fiber spans. Com-

pared to the XPM-induced intensity modulation, XPM-induced PM tends to diminish at high modu-

lation frequency, especially when the chromatic dispersion of the fiber is high. From this point of

view, XPM-induced intensity modulation discussed in the last section is probably the most damaging

effect on high-speed optical systems.

It is important to point out that XPM is the crosstalk originated from the intensity modulation of

the pump, which results in the intensity and PMs of the probe. In optical systems based on PM on all

wavelength channels, XPM will not exist, in principle, because the pump has a constant optical

power. However, the phase-coded optical signals carried by the pump wave can be converted into

intensity modulation through fiber chromatic dispersion. Then this intensity modulation will be

able to produce an XPM effect in the probe channels, thus causing system performance

degradation (Ho, 2003).
8.5.3.3 FWM-induced crosstalk in IMDD optical systems
FWM is a parametric process that results in the generation of signals at new optical frequencies:

fjkl ¼ fj + fk� fl (8.5.54)

where fj, fk, and fl are the optical frequencies of the contributing signals. There will be system perfor-

mance degradation if the newly generated FWM frequency component overlaps with a signal channel
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in a WDM system, and appreciable FWM power is delivered into the receiver. The penalty will be

greatest if the frequency difference between the FWM product and the signal, fjkl� fi, lies within

the receiver bandwidth. Unfortunately, for signals on the regular ITU frequency grid in aWDM system,

this overlapping is quite probable.

Over an optical cable span in which the chromatic dispersion is constant, there is a closed form

solution for the FWM product-power-to-signal-power ratio:

xs ¼Pjkl Lsð Þ
Pl Lsð Þ ¼ ηL2eff χ

2γ2Pj 0ð ÞPk 0ð Þ (8.5.55)

where Leff¼ (1�exp(�αLs))/α is the nonlinear length of the fiber span, Ls is the span length, Pj(0),

Pk(0), and Pl(0) are contributing signal optical powers at the fiber input, χ ¼ 1, 2 for nondegenerate

and degenerate FWM, respectively, and the efficiency is

η¼ ρ
α2

Δk2jkl + α2
1 +

4e�αLs sin ΔkjklLs=2
� �

1�e�αLsð Þ2
" #

(8.5.56)

where the detune is

Δkjkl ¼�2πc

f 2m
D λmð Þ fj� fm

� �2� fl� fmð Þ2
h i

(8.5.57)

0<ρ<1 is the polarization mismatch factor, and λm is the central wavelength, corresponding to the

frequency of fm ¼ fj + fk
2

¼ fl + fjkl
2

.

In practice, in a multispan WDM system, the dispersion varies not only from span to span but also

between fiber cabling segments, typically a few kilometers in length, within each span. The contribu-

tions from each segment can be calculated using the analytic solution described earlier, with the

additional requirement that the relative phases of the signals and FWM product must be taken into

account in combining each contribution (Inoue and Toba, 1995). The overall FWM contribution is

a superposition of all FWM contributions throughout the system:

aF ¼
X
spans

X
segments

exp iΔϕjkl

� � ffiffiffiffiffiffiffiffiffiffiffiffiffi
Pjkl zð Þ
Pl zð Þ

s
(8.5.58)

where Δϕjkl is the relative phase of FWM generated at each fiber section. The magnitude of the FWM-

to-signal ratio is quite sensitive, not only to the chromatic dispersions of the cable segments but also to

their distribution, the segment lengths, and the exact optical frequencies of the contributing signals.

Because of the random nature of the relative phase in each fiber section, statistical analysis may be

necessary for system performance evaluation.

In the simplest case when the system has only two wavelength channels, degenerate FWM exists

and the new frequency components created on both sides of each original optical signal frequency.

However, for a WDM system with multiple equally spaced wavelength channels, there will be a large

number of FWM components and almost all of them overlap with the original optical signals to create

inter-channel crosstalks. For example, in a WDM system with four equally spaced wavelength
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channels, there are 10 FWM components which overlap with the original signal channels, as illustrated

in Fig. 8.5.25A, where f1, f2, f3, and f4 are the frequencies of the signal optical channels and fjkl (j, k, l¼1,

2, 3, 4) are the FWM components created by the interactions among signals at fj, fk, and fl. In system

performance evaluation, the power ratio between the original signal channel and the FWM crosstalk

created at the same frequency is an important measure of the crosstalk. The spectral overlap between

them makes the crosstalk evaluation in the spectral domain difficult. One way to overcome this over-

lapping problem is to deliberately remove one of the signal channels and observe the power of the

FWM components generated at that wavelength, as illustrated in Fig. 8.5.25B. This obviously under-

estimates the FWM crosstalk because the FWM contribution that would involve that empty channel is

not considered. For example, in the four-channel case, if we remove the signal channel at f3, FWM

components at frequency f3 would only be f221 and f142, whereas f243 would not exist. But for a

WDM system with a large number of signal channels, removing one of the channels does not introduce

significant difference in terms of FWM.
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FIG. 8.5.25

(A) Illustration of FWM components in a four-channel system and (B) evaluating FWM crosstalk in a WDM

system with one empty channel slot.
Fig. 8.5.26 shows an example of the measured FWM-to-carrier power ratio defined by

Eq. (8.5.55). The system consists of five amplified fiber spans with 80 km fiber in each span, and

the per-channel optical power level at the beginning of each fiber span ranges from 6 to 8 dBm

in a random manner. The fiber used in the system has zero-dispersion wavelength at

λ0¼1564 nm, whereas the average signal wavelength is approximately λ¼1558 nm. In this system,

three channels were used with frequencies at f1, f2, and f3, respectively. The horizontal axis in

Fig. 8.5.26 is the frequency separation between f1 and f3, and the frequency of the FWM component

f132 is 15 GHz away from f2, that is, f2¼ (f1+ f3)/2�7.5GHz. Because there is no frequency overlap

between f132 and f2, the FWM-to-carrier power ratio P132/P2 can be measured. Fig. 8.5.26 clearly
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demonstrates that FWM efficiency is very sensitive to the frequency detune, and there can be more

than 10 dB efficiency variation, with the frequency change only on the order of 5 GHz. This is mainly

due to the rapid change in the phase match conditions as well as the interference between FWM com-

ponents created at different locations in the system.
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FIG. 8.5.26

FWM-to-carrier power ratio measured in a five-span optical system with three wavelength channels. The

horizontal axis is the frequency separation of the two outer channels.
The instantaneous FWM efficiency is also sensitive to the relative polarization states of the con-

tributing signals. In this system, the fiber DGD averaged over the wavelength range 1550–1565 nm

is τ¼ 0:056ps=
ffiffiffiffiffiffi
km

p
. From this DGD value, we can estimate the rate at which signals change their

relative polarizations (at the system input they are polarization-aligned). For signal launch states that

excite both principle states of polarization (PSP) of the fiber, the projection of the output SOP rotates

around the PSP vector at a rate of dϕ/dω¼ τ, where τ is the instantaneous DGD and ω is the (radian)

optical frequency. In crude terms, we expect the signals to remain substantially aligned within the non-

linear interaction length of around 20 km. There may be a significant loss of SOP alignment between

adjacent spans.

In practical long-distance optical transmission systems, frequency dithering on the laser source is

often used to reduce the effect of SBS. The SBS dither effectively increases the transmission efficiency

of the fiber by decreasing the power loss due to SBS while simultaneously smoothing out the phase

match peaks. However, Fig. 8.5.26 indicates that SBS dithering only moderately reduces the level

of FWM.
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(A) and (B) WDM optical spectrum with eight equally spaced channels and the measured eye diagram;

(C) and (D) WDM optical spectrum with eight unequally spaced channels and the corresponding eye diagram

(Forghieri et al., 1995).
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An effective way to reduce the FWM crosstalk is to use unequal channel spacing in aWDM system.

Fig. 8.5.27 shows a comparison between WDM systems with equal and unequal channel spacing

through the measurement of both the optical spectra and the corresponding eye diagrams (Forghieri

et al., 1995). This figure was obtained in a system with a single-span 137 km DSF that carries eight

optical channels at 10-Gb/s data rate per channel. In an optical system with equally spacedWDM chan-

nels, as shown in Fig. 8.5.27A and B, severe degradation on the eye diagram can be observed at the per-

channel signal optical power of 3 dBm at the fiber input. This eye closure penalty can be significantly

reduced if the wavelengths of theWDM channels are unequally spaced as shown in Fig. 8.5.27C and D,

although a higher per-channel signal optical power of 5 dBm was used. This is because the FWM com-

ponents do not overlap with the signal channels so that they can be spectrally filtered out at the receiver.

However, non-equal channel spacing is rarely used in commercial optical transmission systems. In-

stead, standardized ITU wavelength grid is commonly adopted for interoperability of product from

different manufacturers and system operators.

Since FWM crosstalk is generated from nonlinear mixing between optical signals, it behaves more

like a coherent crosstalk than a noise. To explain the coherent crosstalk due to FWM, we can consider

that a single FWM product is created at the same wavelength as the signal channel fi. Assuming that

the power of the FWM component is pfwm, which coherently interferes with an amplitude-modulated

optical signal whose instantaneous power is ps, the worst-case eye closure occurs when all the contrib-
uting signals are at the high level (digital 1). Due to the mixing between the optical signal and the FWM

component, the photocurrent at the receiver is proportional to

I’∝
ffiffiffiffi
ps

p
+
ffiffiffiffiffiffiffiffiffi
pfwm

p
cos Δϕ + 2π fi� fjkl

� �� � 2 (8.5.59)
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As a result, the normalized signal 1 level becomes

A¼ ps + pfwm�2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
pspfwm

p
ps

� 1�2

ffiffiffiffiffiffiffiffiffi
pfwm
ps

r
(8.5.60)

This is a “bounded” crosstalk because the worst-case closure to the normalized eye diagram is

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pfwm=ps

p
.

In a high-densitymultichannelWDMsystem therewill bemore than one FWMproduct that overlaps

with each signal channel. In general, these FWM products will interfere with the signal at independent

beating frequencies and phases. The absolute worst-case eye closure can be found by superpositioning

the absolute value of each contributing FWM product. However, if the number of FWM products is too

high, the chance of reaching the absolute worst case is very low. The overall crosstalk then approaches

Gaussian statistics as the number of contributors increases (Eiselt, 1999, JLT).

8.5.3.4 Modulation instability and its impact in WDM optical systems
In addition to nonlinear crosstalk between signal channels such as XPM and FWM discussed above,

crosstalk may also happen between optical signal and the broadband ASE noise in the system to cause

performance degradations. This can be seen as FWM between the optical signal and the broadband

noise, commonly referred to as parametric gain, or MI (Yu et al., 1995). The mechanism for system

performance degradation caused by MI depends on system type. In optical phase-coded transmission

systems, degradation is mainly caused by the broadening of the optical spectrum (Mecozzi, 1994). On

the other hand, for an IMDD, the performance degradation can be introduced by phase noise to intensity

noise conversion through chromatic dispersion in the optical fiber. The increased RIN within the

receiver baseband is responsible for this degradation.

Since MI is caused by the Kerr effect nonlinearity, its analysis can be based on the nonlinear Schro-

dinger equation, which was given in Eq. (8.5.23) and we repeat here for your convenience,

∂A t, zð Þ
∂z

+
iβ2
2

∂
2A t, zð Þ
∂t2

+
α

2
A t, zð Þ� iγ A t, zð Þj j2A t, zð Þ¼ 0 (8.5.61)

where A(z,t) is the electrical field, γ¼ω0n2/cAeff is the nonlinear coefficient of the fiber, ω0 is the an-

gular frequency, n2 is the nonlinear refractive index of the fiber, c is the speed of light, Aeff is the ef-

fective fiber core area, β2 is the fiber dispersion parameter, and α is the fiber attenuation. High-order

dispersions were ignored here. The z-dependent steady-state solution of Eq. (8.5.61) is

A0 zð Þ¼
ffiffiffiffiffi
P0

p
exp iγ A0 zð Þj j2z
	 


exp �α

2
z

	 

(8.5.62)

Since the signal optical power can vary significantly along the fiber in practical optical systems because

of the attenuation, a simple mean-field approximation over the transmission fiber is usually not accu-

rate enough. To obtain a semi-analytical solution, the fiber can be divided into short sections, as illus-

trated in Fig. 8.5.28, and a mean-field approximation can be applied within each section. For example,

in the jth section with length Δzj, Eq. (8.5.61) becomes

∂Aj z, tð Þ
∂z

¼�i

2
β2

∂
2Aj z, tð Þ
∂t2

+ iγj Aj z, tð Þ 2Aj z, tð Þ (8.5.63)

where

γj ¼
1� exp �αΔzj

� �
αΔzj

γ (8.5.64)



FIG. 8.5.28

Illustration of dividing fiber into short sections for transfer matrix analysis.
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With the assumption that noise power at fiber input is much weaker than pump power, the solution of

Eq. (8.5.63) can be written as

Aj z, tð Þ¼ A0j + eaj z, tð Þ� �
exp iγ A0j

 2z	 

(8.5.65)

whereA0j is the steady-state solution of Eq. (8.5.63), eaj z, tð Þ is a small perturbation and eaj z, tð Þ<<A0j is

assumed. With linear approximation of the noise term, the nonlinear Schrodinger Eq. (8.5.63) becomes

∂eaj z, tð Þ
∂z

¼�i

2
β2

∂
2eaj z, tð Þ
∂t2

+ iγj A0j

 2eaj z, tð Þ+A2
0jea∗j z, tð Þ

h i
(8.5.66)

where the symbol * denotes complex conjugate. We need to emphasize that the linearization used to

obtain Eq. (8.5.66) is valid only when the perturbation is small enough such that the effect of pump

depletion can be neglected.

By converting Eq. (8.5.66) into frequency domain through Fourier transform [Marcus, 1994 (Elec-

tronics letters)], the following two equations can be obtained for the real and the imaginary parts ofeaj z, tð Þ, respectively:
∂aj ω, zð Þ

∂z
¼ i

2
ω2β2aj ω, zð Þ+ iγj A0j

 2aj ω, zð Þ +A2
0ja

∗
j �ω, zð Þ

h i
(8.5.67)

∂a∗j �ω, zð Þ
∂z

¼�i

2
ω2β2a

∗
j �ω, zð Þ� iγj A0j

 2a∗j �ω, zð Þ +A∗2
0j aj ω, zð Þ

h i
(8.5.68)

The formal solution of linear differential Eqs. (8.5.67) and (8.5.68) can be expressed in a matrix format:

aj + 1 ω, zj +Δzj
� �

a∗j + 1 �ω, zj +Δzj
� �� �

¼ M
jð Þ

11 M
jð Þ

12

M
jð Þ

21 M
jð Þ

22

" #
aj+ 1 ω, zj

� �
a∗j+ 1 �ω, zj

� �� �

When we further take into account the linear attenuation of the signal in each section, a factor

exp(�αΔzj/2) has to be added so that

aj + 1 ω, zj +Δzj
� �

a∗j + 1 �ω, zj +Δzj
� �� �

¼ M
jð Þ

11 M
jð Þ

12

M
jð Þ

21 M
jð Þ

22

" #
aj+ 1 ω, zj

� �
a∗j+ 1 �ω, zj

� �� �
exp �α

2
Δzj

	 

(8.5.69)

where Δzj¼zj+1�zj and

M
jð Þ

11 ¼ eikjzj � rfjrbje
�ikjzj

1� rfjrbj
  (8.5.70)

M
jð Þ

12 ¼ rbj e
�ikjzj �eikjzj

� �
1� rfjrbj
  (8.5.71)
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M
jð Þ

21 ¼ rfj e
ikjzj �e�ikjzj

� �
1� rfjrbj
  (8.5.72)

M
jð Þ

22 ¼ e�ikjzj � rfjrbje
ikjzj

1� rfjrbj
  (8.5.73)

rfj ¼
kj�βω2� γj A0j

 2
γjA

2
0j

¼ �γjA
∗2
0j

kj + βω
2 + γj A0j

 2 (8.5.74)

rbj ¼
kj�βω2� γj A0j

 2
γjA

∗2
0j

¼ �γjA
2
0j

kj + βω
2 + γj A0j

 2 (8.5.75)

Eqs. (8.5.74) and (8.5.75) have two eigenmodes whose propagation constants are equal in magnitude

and opposite in sign, and they are given by

kj ¼�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2
2
ω2 + γj A0j

 2� �2

� γj A0j

 2	 
2s
(8.5.76)

The parameters rfj and rbj can be regarded as effective reflectivities for the two eigenmodes; therefore

the sign of k should be chosen such that jrfj j
1 j and jrbj j
1.

The evolution of the noise along the fiber can then be calculated simply by matrix multiplication:

a ω, Lð Þ
a∗ �ω, Lð Þ
� �

¼ B11 B12

B21 B22

� �
a ω, 0ð Þ

a∗ �ω, 0ð Þ
� �

exp �α

2
L

	 

(8.5.77)

with

B11 B12

B21 B22

� �
¼
YN
j¼1

M
jð Þ

11 M
jð Þ

12

M
jð Þ

21 M
jð Þ

22

2
4

3
5 (8.5.78)

where L is the fiber length and N is the total number of sections.

Let us first look at the power spectral density of the optical field, according to the Wiener-

Khintchine theorem it is proportional to the square of the modulus of the Fourier transformation of

the complex field amplitude. If the optical field is sampled over a time interval T, this optical power
spectral density is

St ω, zð Þ¼ 1

T

ðT=2

�T=2

A z, tð Þexp iωtð Þdt

8><
>:

9>=
>;





2
T!∞

Separating the optical field into CW and stochastic components, we have

St ω, zð Þ¼ a ω, Lð Þj j2
D E

+ A0 Lð Þj j2δ ωð Þ
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where<> denotes ensemble average, and normalization by the sample interval. δ(ω) is the Kronecker
delta function. The noise term has zero mean, so ha(ω, z)i¼0 and the cross terms vanish. It is conve-

nient to remove the CW contribution from the power spectrum, so we define

S ω, Lð Þ¼ St ω, Lð Þ� A0 Lð Þj j2δ ωð Þ¼ a ω, Lð Þj j2
D E

(8.5.79)

Using Eq. (8.5.77) we can find

S ω, Lð Þ¼ B11 � a ω, 0ð Þ+B12 � a∗ �ω, 0ð Þj j2
D E

exp �αLð Þ (8.5.80)

Because a(ω,0) is a random process, amplitudes at distinct frequencies are uncorrelated, so<a(ω,0)a*
(�ω,0)>¼0 and

S ω, Lð Þ¼ B11j j2S ω, 0ð Þ + B12j j2S �ω, 0ð Þ
h i

exp �αLð Þ (8.5.81)

where S(ω,0)¼<a(ω,0)a*(ω,0)> is the power spectrum of ea t, 0ð Þ, which is the input noise. To simplify

the analysis, we assume that the input noise spectrum is symmetric around the carrier (e.g., white

noise): S(ω,0)¼S(�ω,0). Eq. (8.5.81) becomes

S ω, Lð Þ¼ B11j j2 + B12j j2
	 


S ω, 0ð Þe�αL (8.5.82)

A linear system can be treated as a special case with nonlinear coefficient γ¼0. In this case, k¼β2ω
2/2,

rf¼rb¼0, jB11 j¼1, B12¼0, and

SL ω, Lð Þ¼ S ω, 0ð Þe�αL (8.5.83)

Using SL as a normalization factor so that the normalized optical gain or optical noise amplification in

the nonlinear system is

SOG ω, Lð Þ¼ S ω, Lð Þ
SL ω, Lð Þ¼ B11j j2 + B12j j2 (8.5.84)

Fig. 8.5.29 shows the normalized optical spectra vs fiber length in a single-span system using DSFs

with anomalous (a) and normal (b) dispersions. Fiber parameters used to obtain Fig. 8.5.28 are: loss

coefficient α ¼ 0.22 dB/km, input signal optical power Pin¼13 dBm, nonlinear coefficient γ ¼ 2.07

W�1 km�1 and fiber dispersion D¼2 ps/nm/km for Fig. 8.5.28A, and D¼�2 ps/nm/km for

Fig. 8.5.28B with D defined as D¼2πcβ2/λ2. In both cases of Fig. 8.5.28A and B, optical noise is am-

plified around the carrier. The difference is that in an anomalous dispersion regime, optical spectrums

have two peaks at each side of the carrier, whereas in the normal dispersion regime, spectra are

single peaked. The amplification of optical spectra near the carrier can be explained as the spectrum

broadening of the carrier caused by the nonlinear PM between the signal and the broadband ASE.

Fig. 8.5.28C and D show nonlinear amplifications of ASE in a 100 km fiber with positive (C) and neg-

ative (D) chromatic dispersions. Input power level used is Pin¼15 dBm. Three different dispersion

values are used in each figure, which are solid line: D¼�1 ps/nm/km, dashed line:

D¼�0.5 ps/nm/km, and dashed-dotted line: D¼�0.05 ps/nm/km.
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FIG. 8.5.29

(A) and (B) Nonlinear amplification of ASE along the longitudinal direction of a single-span fiber. Input optical

power Pin¼13 dBm, fiber nonlinear coefficient γ ¼ 2.07 W�1 km�1, and fiber loss α¼0.22 dB/km. (C) and

(D) Nonlinear amplification of ASE in a 100 km fiber for positive (C) and negative (D) dispersions. Input power

Pin ¼ 15 dBm. Solid line: D ¼ �1 ps/nm/km, dashed line: D ¼ �0.5 ps/nm/km, and dash-dotted line:

D ¼ �0.05 ps/nm/km.
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In the case of coherent optical transmission, the entire optical spectrum is moved to the intermediate

frequency after beating with the local oscillator. The frequency components beyond the range of the

baseband filter will then be removed, which may cause receiver power reduction. Therefore the broad-

ening of the signal optical spectrum is the major source of degradation in coherent optical transmission

systems. For IMDD optical systems, on the other hand, the photodiode detects the total optical power

without wavelength discrimination, and the RIN of the optical signal is the major source of degradation

related to MI.

Let us then look at the electric noise power spectral density after a direct-detection optical receiver.

After the square-law detection of a photodiode, the photo current can be expressed as

I tð Þ¼ η A0 + ea t, Lð Þj j2 ¼ η A0j j2 +A0ea∗ t, Lð Þ+A∗
0ea t, Lð Þ

h i
(8.5.85)

where η is the photodetector responsivity. For simplicity, second and higher orders of small terms have

been omitted in the derivation of Eq. (8.5.85).
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In an IMDD system, the receiver performance is sensitive only to the amplitude noise of the

photocurrent, which can be obtained from Eq. (8.5.85) as

δI tð Þ¼ I tð Þ� I0 ¼ η A0ea∗ t, Lð Þ+A∗
0ea t, Lð Þ� �

(8.5.86)

where I0¼η jA0 j2 is the photocurrent generated by the CW optical signal.

The power spectrum of the noise photocurrent is the Fourier transformation of the autocorrelation of

the time-domain noise amplitude:

ρn ωð Þ¼ η2 A∗
0B11 +A0B12

 2S ω, 0ð Þ+ A∗
0B12 +A0B22

 2S �ω, 0ð Þ
	 


e�αL (8.5.87)

where S(ω,0) is the power spectral density of ea t, 0ð Þ.
Under the same approximation as we used in the optical spectrum calculation, the input optical noise

spectrum is assumed to be symmetric around zero frequency: S(ω,0)¼S(�ω,0), Eq. (8.5.87) becomes

ρn ωð Þ¼ η2 B11 +B21j j2 + B12 +B22j j2
	 


A0 Lð Þj j2S ω, 0ð Þe�αL (8.5.88)

Using Eqs. (8.5.70)–(8.5.76), it is easy to prove that jB11 + B21 j2¼jB12 + B22 j2, and therefore

Eq. (8.5.88) can be written as

ρn ωð Þ¼ 2Pinη
2 B11 +B21j j2S ω, 0ð Þe�2αL (8.5.89)

where Pin is the input signal power such that jA0(L)j2¼Pinexp(�αL).
Again, a linear system can be treated as a special case of a nonlinear system with the nonlinear

coefficient γ¼0. In this case, k¼β2ω
2/2, rf¼rb¼0, jB11 j¼1, and B21¼0. The electrical noise power

spectral density in the linear system is then

ρ0 ωð Þ¼ 2Pinη
2S ω, 0ð Þe�2αL (8.5.90)

Using ρ0(ω) as the normalization factor, the normalized power spectral density of the receiver electrical

noise, or the normalized RIN, caused by fiber Kerr effect is therefore

R ωð Þ¼ B11 +B21j j2 (8.5.91)

Comparing Eq. (8.5.91) to Eq. (8.5.84), it is interesting to note that these two spectra are fundamentally

different: The relative phase difference between B11 and B21 has no impact on the amplified optical

noise spectrum of Eq. (8.5.84), but this phase difference is important in the electric domain RIN spec-

trum as given in Eq. (8.5.91).

Fig. 8.5.30 shows the normalized RIN spectra vs fiber length in a single-span system with anom-

alous dispersion (a) and normal dispersion (b). Fiber parameters used in Fig. 8.5.30 are the same as

those used for Fig. 8.5.29. In the anomalous fiber dispersion regime (Fig. 8.5.30A), twomain side peaks

of noise grow along z, the peak frequencies become closer to the carrier and the widths become nar-

rower in the process of propagating along the fiber. On the other hand, if the fiber dispersion is in the

normal regime, as shown in Fig. 8.5.30B, noise power density becomes smaller than in the linear case in

the vicinity of the carrier frequency. This implies a noise squeezing (Hui and O’Sullivan, 1996) and a

possible system performance improvement. In either regime, the system performance is sensitive to the

baseband electrical filter bandwidth. For the purpose of clearer display, Fig. 8.5.30C and D show non-

linear amplifications of RIN over 100 km fiber with positive (C) and negative (D) chromatic disper-

sions. The input power level is Pin¼15 dBm. Three different dispersion values are used in both

Fig. 8.5.30C and D, they are solid line: D ¼ �1 ps/nm/km, dashed line: D ¼ �0.5 ps/nm/km and

dashed-dotted line: D ¼ �0.05 ps/nm/km.
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FIG. 8.5.30

(A) and (B) Nonlinear amplification of RIN along the longitudinal direction of a single-span fiber. Input optical

signal power Pin¼13 dBm, fiber nonlinear coefficient γ¼2.07 W�1 km�1 and fiber loss α¼0.22 dB/km. (C) and

(D) Nonlinear amplification of RIN of 100 km fiber for positive (C) and negative (D) dispersions. Input power

Pin¼15 dBm. Solid line: D¼�1 ps/nm/km, dashed line: D¼�0.5 ps/nm/km, and dashed-dotted line:

D¼�0.05 ps/nm/km.
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It is worthwhile to notice the importance of taking into account fiber loss in the calculation.Without

considering fiber loss, the calculated RIN spectra would be qualitatively different. For example, in the

case of normal fiber dispersion, the normalized RIN spectra were always less than 0 dB in the mean-

field approximation [Marcus, 1994 (Electronics Letters)], which is in fact not accurate, as can be seen

in Fig. 8.5.30B and D.

After discussing the nonlinearly amplified optical noise spectrum due to MI, and the impact in the

electric domain RIN spectrum after a direct-detection receiver, one wonders if DC would affect the im-

pact of MI. It is well known that DC is an important way to reduce eye closure penalty due to chromatic
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dispersion in fiber systems. It can also reduce XPM-induced nonlinear crosstalk in IMDD system, as dis-

cussed in the earlier. The impact of DC on the effect of MI in optical systems is also an important

consideration in optical system design and performance evaluation. Neglecting the nonlinear effect of

the DC module (DCM), its transfer function can be represented by a conventional Jones Matrix:

C½ � ¼ exp �iΦ ωð Þ½ � 0

0 exp iΦ ωð Þ½ �
� �

(8.5.92)

If the DC is made by a piece of optical fiber, the phase term is related to the chromatic dispersion,

Φ(ω)¼β2ω
2z/2.

The effect of DC on the optical system can be evaluated by simply multiplying the Jones matrix of

Eq. (8.5.92) to the MI transfer matrix of Eq. (8.5.77). The RIN spectra at the IMDD optical receiver are

sensitive not only to the value of DC but to the position at which the DCM is placed in the system. Let us

take two examples to explain the reason. First, if the DCM is positioned after the nonlinear transmission

fiber (at the receiver side), the combined transfer function becomes

B11 B12

B21 B22

" #
¼

exp �iΦ ωð Þ½ � 0

0 exp iΦ ωð Þ½ �

" #
Bf
11 Bf

12

Bf
21 Bf

22

" #
¼

Bf
11 exp �iΦð Þ Bf

12 exp �iΦð Þ
Bf
21 exp iΦð Þ Bf

22 exp iΦð Þ

" #

The normalized RIN spectrum in Eq. (8.5.91) is then

R ωð Þ¼ Bf
11 exp �iΦð Þ+Bf

21 exp iΦð Þ
 2

where Bij
f (i¼1, 2, j¼1, 2) are the transfer function elements of the nonlinear transmission fiber only.

Obviously, the normalized RIN spectrum is sensitive to the amount of DC represented by the phase

shift Φ. Fig. 8.5.31 shows an example of normalized RIN spectra without DC (solid line), with

50% of compensation (dashed-dotted line), and with 100% compensation (dashed line). It is interesting

to note that 100% DC does not necessarily bring the RIN spectrum to the linear case.

On the other hand, if the DCM is placed before the nonlinear transmission fiber (at the transmitter

side), the total transfer matrix is

B11 B12

B21 B22

" #
¼

Bf
11 Bf

12

Bf
21 Bf

22

" #
exp �iΦ ωð Þ½ � 0

0 exp iΦ ωð Þ½ �

" #
¼

Bf
11 exp �iΦð Þ Bf

12 exp iΦð Þ
Bf
21 exp �iΦð Þ Bf

22 exp iΦð Þ

" #

The normalized RIN spectrum in Eq. (8.5.91) then becomes

R ωð Þ¼ Bf
11 exp �iΦð Þ+Bf

21 exp �iΦð Þ
 2 ¼ Bf

11 +B
f
21

 2

In this case, it is apparent that the phase termΦ introduced by DC does not bring any difference into the

normalized RIN spectrum.
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Normalized RIN spectra for 0% (solid line), 50% (dash-dotted line), and 100% (dashed line) dispersion

compensations. Fiber length L¼100 km, fiber nonlinear coefficient γ¼2.07 W�1 km�1, fiber loss

α¼0.22 dB/km, Pin¼15 dBm, and D¼1 ps/nm/km (Hui et al., 1997).
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Another important observation is that although the RIN spectrum in the electrical domain

after photodetection can be affected by the DC, the optical spectrum is not affected by the use

of DC, regardless of the position of the DCM. The reason for this can be found in Eq. (8.5.84),

where the normalized optical spectrum is related to the absolute values of B11 and B12. It does

not matter where the DCM is placed in the system; DC has no effect on the normalized optical

spectrum.

So far, we have discussed the effect of MI in a single-span fiber-optic system, and it is straightfor-

ward to extend the analysis to multi-span fiber systems with in-line optical amplifiers. In an optical

fiber system of N spans with N EDFAs (one post-amplifier and N�1 line amplifiers), the fiber loss

per span is compensated by the optical gain of the EDFA. Suppose that all EDFAs have the same noise

figure; the ASE noise power spectral density generated by the ith EDFA is

Si ¼ hv FGi�1ð Þ (8.5.93)

where the ASE noise optical spectrum is supposed to be white within the receiver optical bandwidth.

After transmission through fibers, amplified by EDFAs and detected by the photodiode, the power

spectrum of the detected RIN can be obtained by the multiplication of the transfer function of each

span of optical fiber, supposing that ASE noise generated by different EDFAs are uncorrelated:

ρ ωð Þ¼ 2hvPinη
XN
m¼1

FGN�m+ 1�1ð Þ B N�m+ 1ð Þ
11 +B

N�m+ 1ð Þ
21

 2
� �

(8.5.94)
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where Bij
(k) (i, j,¼1, 2) are matrix elements defined as

B kð Þ ¼
Yk
m¼1

B11 B12

B21 B22

� �
m

(8.5.95)

and the matrix

B11 B12

B21 B22

� �
m

represents the IM transfer function of the mth fiber span.

Setting γ¼0 to obtain the normalization factor, the normalized RIN spectrum is then

R ωð Þ¼

XN
m¼1

FGN�m+ 1�1ð Þ B N�m+ 1ð Þ
11 +B

N�m+ 1ð Þ
21

 2
� �

XN
m¼1

FGN�m+ 1�1ð Þ
(8.5.96)

Assuming Gaussian statistics, the change of the standard deviation of the noise caused by fiber MI can

be expressed in a simple way:

δσ¼ σ2

σ20
¼
ð∞

�∞

R ωð Þ f ωð Þj j2dω (8.5.97)

where σ and σ0 are noise standard deviations in the nonlinear and linear cases, respectively, and f(ω) is
the receiver baseband filter transfer function.

Extending from theQ-definition in Eq. (8.1.13), in a direct-detection optical receiver with the effect
of MI taken into account, the quality factor Q can be expressed as

Q¼ ℜ P1�P0ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2sh + σ

2
th + σ

2
sp�sp + σ

2
s�spδσ1

q
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2sh0 + σ

2
th0 + σ

2
sp�sp0 + σ

2
s�sp0δσ0

q (8.5.98)

where P is the signal level, σsh, σth, σsp-sp, and σs-sp are, respectively, the standard deviations of shot

noise, thermal noise, ASE-ASE beat noise, and signal-ASE beat noise in the absence of MI. Subscripts

1 and 0 indicate the symbols at signal logical 1 and logical 0, respectively. In practice, MI introduces a

signal-dependent noise that affectsmore on signal during logical 1 than that during logical 0. The change

in theRIN spectrumcauses systemperformance degradation primarily due to the increase of signal-ASE

beat noise through the ratio δσ1. However, considering that if the signal extinction ratio is not

infinite, signal power at logical 0may also introduceMI through δσ0, although this effect should be very
relatively small. Meanwhile, optical spectrum change due to MI may also introduce Q degradation

through ASE-ASE beat noise, but it is expected to be a second-order small effect in an IMDD receiver.

Eq. (8.5.98) indicates that, in general, system performance degradation due to MI depends on the

proportionality of signal-ASE beat noise to other noises. Multispan optical amplified fiber systems,

where signal-ASE beat noise predominates, are more sensitive to MI in comparison to unamplified

optical systems. For signal-ASE beat noise limited optical receiver, to the first-order approximation,

the system Q degradation caused by MI can be expressed in a very simple form:

10log δQð Þ�10log Q0ð Þ¼�5log δσð Þ (8.5.99)
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where Q0 is the receiver Q-value in the linear system without considering the impact of MI, and δσ is

the change of noise standard deviations due to MI.

As the major impact of MI in an IMDD optical system is the increase of the RIN at the receiver due

to parametric amplification of ASE noise, it is straightforward to measure MI and its impact in optical

transmission systems in frequency domain. To provide experimental evidence and verify the theoret-

ical analysis of MI discussed earlier, Fig. 8.5.32 shows the detailed experimental setup for the MI mea-

surement in a dispersion-compensated multi-span fiber system with optical amplifiers.
EDFA1 BPF 

VOA DFB Laser 
L1 L2 L3

EDFA2 EDFA3 EDFA4 EDFA5 

DCM1 DCM2 PD ESA 

EDFA6 EDFA7

BPF 

IB

5mA @ 10kHz Bias 
Tee

FIG. 8.5.32

Experimental setup. L1: 84.6 km (1307 ps/nm), L2: 84.6 km (1291 ps/nm), L3: 90.4 km (1367 ps/nm).

Optical powers at the output of EDFA5, EDFA6, and EDFA7 are less than 0 dBm. DCM: dispersion compensation

module.
To make sure that the measured receiver RIN is dominated by signal-ASE beat noise, one can in-

crease the broadband ASE noise from EDFAs intentionally. The role of the first optical amplifier in the

link was to inject optical noise. It had a noise figure of 7.5 dB and the input optical power of�32 dBm.

The narrowband optical filter that followed kept the total ASE power less than that of the signal so as to

decrease the ASE-ASE beat noise. The signal power was typically 0.5 dB less than the total power

emerging from the EDFA, and this was taken into account when setting the output power of the line

amplifiers. The first EDFA was the dominant source of ASE arriving at the PIN detector. The three line

amplifiers had output power adjustable by computer control. The fiber spans all had loss coefficient

measured by OTDR of 0.2 dB/km. The output power of the next two EDFAs was set below 0 dBm to

avoid nonlinear effects in the DCM. The narrowband filter after EDFA suppressed ASE in the 1560 nm

region, which would have led to excessive ASE-ASE beat noise. The last optical amplifier was con-

trolled to an output power of 4 dBm, just below the overload level of the PIN detector.

First, a calibration run was made, with an attenuator in place of the system. This measurement was

subtracted from all subsequent traces so as to take out the effect of the frequency response of the de-

tection system. The calibration trace was >20 dB higher than the noise floor for the whole 0–
18 GHz band.

The RIN spectra at the output of the three-span link are shown in Fig. 8.5.33 with line amplifier

output power (signal power) controlled at 8, 10, 12, and 14 dBm, for inverted triangles, triangles,
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squares, and circles, respectively. In Fig. 8.5.33A, open points represent the measured spectra with the

system configuration described in Fig. 8.5.32 except no DC was used. Continuous lines in the same

figures were calculated using Eq. (8.5.91). Similarly, Fig. 8.5.33B shows the measured and calculated

RIN spectra with the DC of �4070 ps/nm at the receiver side, as shown in Fig. 8.5.32. To obtain the

theoretical results shown in Fig. 8.5.33, the fiber nonlinear coefficient used in the calculation was γ ¼
1.19 W�1km�1, and other fiber parameters such as length and dispersion were chosen according to the

values of standard single-mode fiber used in the experiment, as shown in the caption of Fig. 8.5.32.

Very good agreement between measured and calculated results in the practical power range assures

the validity of the two major approximations used in the transfer matrix formulation, namely, the linear

approximation to the noise term and the insignificance of pump depletion.
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FIG. 8.5.33

Measured (open points) and calculated (solid lines) RIN spectra in the three-span standard SMF as described

in Fig. 8.5.32. The optical power at the output of EDFA2, EDFA3, and EDFA4 is 8dBm (triangles-down),

10dBm (triangles-up), 12dBm (squares), and 14dBm (circles). Curves are shifted for 10dB between one

and another for better display. (A) Without dispersion compensation and (B) with �4070ps/nm dispersion

compensation (Hui et al., 1997).
Although the RIN spectra are independent of the signal data rate, the variance of the noise depends

on the bandwidth of the baseband filter as explained in Eq. (8.5.97). Fig. 8.5.34 shows the effect of DC

on the ratio of noise standard deviation between nonlinear and linear cases for the three-span fiber sys-

tem described in Fig. 8.5.32. The optical power was 12dBm at the input of each fiber span and raised-

cosine filters were used with 8GHz bandwidth. Both theoretical and experimental results demonstrate

that δσ approaches its minimum when the DC is approximately 70% of the total system dispersion.

Generally, the optimum level of DC depends on the number of spans, electrical filter bandwidth, optical

power levels, and the dispersion in each fiber span.
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Comparison of δσ between calculation (solid line) and measurement (diamonds) for the three-span system

described in Fig. 8.5.32 with optical power Pin¼12dBm (Hui et al., 1997).
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As far as MI is concerned, in the anomalous fiber dispersion regime, system performance always

becomes worse with increasing signal power. On the other hand, in the normal dispersion regime, sys-

tem sensitivity may be improved by the nonlinear process. This is an interesting phenomenon that was

explained as a noise squeezing (Hui and O’Sullivan, 1996). It can be readily understood from

Fig. 8.5.33B, where if the signal optical power is higher than 12dBm, the noise level is reduced at

the low-frequency region. If the receiver bandwidth is less than 7GHz, the total noise level will be

lower compared to the linear system. However, for systems with higher bit rate, sensitivity degrada-

tions may also be possible in the normal dispersion regime with high input signal powers. This deg-

radation is caused by the increased noise level at higher frequencies, which happen to be within the

receiver baseband.

To conclude this section, MI is in a unique category of fiber nonlinearity. In contract to nonlinear

crosstalk due to XPM and FWM, MI is a single-channel process. The high power of the optical signal

amplifies the ASE noise through the parametric gain process. The increased RIN due to MI is origi-

nated from the nonlinear interaction between the signal and the broadband ASE noise. This effect is

also different from SPM because the consequence of MI is the amplification of intensity noise rather

than the deterministic waveform distortion.
8.6 CONCLUSION
Optical system design and characterization requires extensive knowledge in both system and compo-

nent levels. In this chapter we have concentrated in the discussion of basic performance evaluation

criteria of binary intensity-modulated optical communication systems with direct detection. High-order

modulation and phase-modulated optical systems with coherent detection will be introduced later in
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Chapters 9 and 10. BER is an ultimate measure of the signal quality at the receiver, which is often

represented by a Q-value. Sources of BER degradation in an optical system can be categorized by

waveform distortion and noise. Waveform distortion is usually deterministic which can be caused

by chromatic distortion, linear and nonlinear crosstalk between channels, whereas noise is random

which is caused by accumulated amplified spontaneous emission (ASE) along the system when optical

amplifiers as well as noises created by the photodetector such as thermal noise and shot noise.

In a traditional optical system without inline optical amplifiers, receiver thermal noise and shot

noise are major limits to the transmission performance, and receiver sensitivity, defined as the mini-

mum signal optical power required to achieve a certain BER, is often used to specify the system. For

optical systems employing inline optical amplifiers, on the other hand, signal optical power reaching

the photodiode can be easily amplified to a high level. However BER in the optically amplified system

is mainly determined by the signal-ASE beat noise in the receiver, and thus required OSNR is a more

relevant measure of the system performance.

With the knowledge of the noise statistics, the major impact of noise on BER degradation can often

be evaluated analytically. However, waveform distortion depends on specific system configuration as

well as and waveforms and optical power levels of modulated optical signals. Especially in WDM op-

tical systems, linear and nonlinear crosstalk can become major limiting factors in the transmission per-

formance. Numerical simulators solving nonlinear Schr€odinger equations based on SSFM are power

tools for predicting optical system performance, which can be used to guide system design and perfor-

mance evaluation. Analytical and semi-analytical methods are also indispensible for the understanding

of physical origins of eye closure penalties.

The impact of XPM, FWM, and MI are specifically presented at the end of this chapter as examples

of nonlinear crosstalks. Semi-analytic methods have been used for the analysis, emphasizing the

importance of small-signal perturbation approximation and linearization. Good understanding of var-

ious mechanisms introducing system performance degradation helps system design and performance

optimization through optimizing dispersion maps, channel spacing, as well as choosing the optimum

power levels for optical signals.
PROBLEMS
1. For a binary modulated system without waveform distortion, if the normalized noise standard

deviations associated with signal “0” and “1” levels are 0.05 and 0.15, respectively, for the

normalized eye diagram,
(a) Find the normalized optimum decision threshold (0<vth<1)

(b) Find the Q-value and the BER

(c) If the normalized decision threshold is chosen at vth¼0.5, what is the BER?
2. A direct detection optical receiver using a PIN photodiode with a responsivity ℜ¼1A/W, a load

resistanceRL¼50Ω, and an electrical bandwidth Be¼10GHz. The optical signal is NRZmodulated.

Neglect dark current noise and signal waveform distortion,
(a) What are the receiver sensitivities for BER¼10�12 limited by the thermal noise (only consider

thermal noise) and shot noise (only consider shot noise), respectively?

(b) Approximately what is the receiver sensitivity considering both thermal noise and shot noise?
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3. Repeat problem 2 but an APD is used now with a responsivity ℜ¼1A/W, a photo multiplication

gain M¼500 with excess noise factor F(M)¼M0.28. Neglect dark current noise and signal

waveform distortion.
(a) What are the receiver sensitivities for BER¼10�9 limited by the thermal noise and shot noise,

respectively?

(b) Approximately what is the receiver sensitivity considering both thermal noise and shot noise?

In comparison to a PIN photodiode used in problem 2, what is the benefit introduced by

the APD?

(c) Assume that the average input optical signal power to the optical receiver is �30dBm, and

the APD gain M is adjustable, what is the optimum APD gain in this system to maximize the

Q-value? (Numerical solution can be used)
4. Consider an optical transmission system with NRZ intensity modulation at a data rate of 5Gb/s.

The average optical signal optical power emitted from the transmitter is Ptx¼6dBm, and the loss

coefficient of the optical fiber is α¼0.25dB/km. Chromatic dispersion introduces waveform

distortion which can be approximated by v0¼2�10�6L and v1¼1�2�10�6L, where v0 and v1 are
the upper and lower levels of the normalized eye diagram, and L is the fiber length in meters. In

the direct detection receiver a PIN photodiode is used which has a responsivity ℜ¼1A/W, a

load resistanceRL¼50Ω, and an electrical bandwidth Be¼5GHz. Thermal noise is considered as

the major noise in the receiver (neglect other noise sources).
(a) Find the maximum fiber length that is allowed for BER
10�12 in this system. (numerical

solution can be used to solve the final equation)

(b) If chromatic dispersion can be completely compensated so the v1¼1 and v0¼0, what will be

the maximum transmission fiber length?
5. Consider the same optical system as in problem 4, except that an optical preamplifier is added in

front of the photodiode with 6dB noise figure and 30dB optical gain. Signal-ASE beat noise is

considered as the major noise in the receiver (neglect other noise sources). Operating wavelength is

1550nm.
PD 
Pin BER 

G=30dB 

NF=6dB 

EDFTransmitter
Fiber

Ptx =6dBm

Receiver
(a) Find the maximum fiber length that is allowed for BER
10�12 in this system. (numerical

solution can be used to solve the final equation)

(b) If chromatic dispersion can be completely compensated so the v1¼1 and v0¼0, what will be

the maximum transmission fiber length?
6. An optical system has N in-line optical amplifiers each with 6dB noise figure, and the gain of each

optical amplifier exactly compensates the loss of the optical fiber span immediately before it.

Assume all the fiber spans have the same length L and the fiber loss coefficient is α¼0.25dB/km.

The signal optical power that enters the first fiber span is Pt¼1mW.
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L
G

EDFA 1 EDFA 2 

L
G

L
G

EDFA N

OSNR

Pt = 1mW 
(a) Please derive an expression for optical signal-to-noise ratio (OSNR) at the system output as the

function of fiber span length L.
(b) If the total fiber length of the system is LT¼1500km and L¼LT/N, please plot OSNR (in

logarithm scale) as the function of the number of fiber spans N for 3<N<50. (The unit of

OSNR in this case is [dB�Hz])
(c) For an engineering design point of view, please discuss how to select the fiber span length

between adjacent in-line amplifiers.
7. A 1550-nm wavelength optical system shown below has three spans of single-mode optical fiber,

and three optical amplifiers each with 6dB noise figure. Each amplifier has 20dB optical gain

but the length of each fiber span is different, they are 80, 120, and 50km, respectively. The fiber

attenuation is 0.25dB/km. The signal optical power emitted from the transmitter is 10mW.
Pt=10mW 

50km 80km 120km 
20dB 20dB 20dB 

EDFA 1 EDFA 2 EDFA 3 

Transmitter 
(a) What is the optical noise power spectral density at the output of the laser EDFA (in the unit of

[dBm/nm])?

(b) If there is a narrowband filter at the output of the last EDFA at the optical signal wavelength

with B0¼0.1nm optical bandwidth, what is the optical signal-to-noise ratio (OSNR) at the

system output? (OSNR is defined as the ratio between signal optical power and the optical

noise power within the bandwidth of the optical filter)
8. For a 10Gb/s NRZ intensity-modulated optical system, the receiver is a simple PIN photodiode

with a responsivity ℜ¼1A/W, a load resistance RL¼50Ω, and an electrical bandwidth

Be¼10GHz. Assume that there is no waveform distortion, and only consider thermal noise and

signal-ASE beat noise. Please find the receiver sensitivity (forQ¼7) when the OSNR (defined with

0.1-nm optical noise spectral bandwidth) of the input optical signal is:
(a) infinite

(b) 20dB

(c) 10dB

(d) Discuss the reason why there is no positive solution for the for receiver sensitivity when

OSNR¼10dB, and why receiver sensitivity is no longer a relevant parameter in this case.
9. Consider a 40-Gb/s NRZ modulated optical system operating in 1550-nm wavelength window in

which the optical receiver has an EDFA preamplifier with a 6-dB noise figure. A band-pass optical

filter (BPF) is placed after the preamplifier with 1nm optical bandwidth. The photodiode has a

responsivity ℜ¼1A/W, a load resistance RL¼50Ω, and an electrical bandwidth Be¼40GHz. The
average input optical signal power is Pin¼�20dBm with an OSNR of 30dB (OSNR is defined
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with 0.1nm optical noise spectral bandwidth). Signal waveform distortion is negligible, and

consider thermal noise, signal-ASE beat noise and ASE-ASE-beat noise in the calculation.
PD 
P

r
in BER 

G 
ASE

BPF 
(a) If the gain of the optical preamplifier is G¼30dB, what is the OSNR (still use 0.1nm optical

noise spectral bandwidth) immediately after the optical preamplifier?

(b) If the gain of the optical preamplifier is G¼30dB, what is the system Q-value at the receiver
output?

(c) If the optical gain G of the optical preamplifier is adjustable, plot Q-value as the function of G
(for 0dB<G<40dB) and show that Q-value is independent of G when G is high enough
10. For a high-speed short-reach fiber-optic system with 20Gb/s NRZ intensity modulation, a PIN

photodiode is used in the receiver with a responsivity ℜ¼0.8A/W, a load resistance RL¼50Ω,
and an electrical bandwidth Be¼20GHz. Standard single-mode fiber is used with a dispersion

parameter D¼17ps/nm/km at the 1550nm signal wavelength and the loss parameter is

α¼0.25dB/km. Based on Gaussian pulse approximation, eye closure penalty is described by

Eq. (8.5.8), where we assume that the pulse width is T0¼50ps, and the eye closure is equally

distributed in the upper and lower levels, that is, B¼L2/(2LD
2 ) and A¼1�L2/(2LD

2 ).
Transmitter optical power that launched into the fiber is Ptx¼10dBm. Neglect modulation

chirp and consider thermal noise as the dominate noise source.

(a) Please find the maximally allowed fiber length of this system for Q�7 (Numerical solution

can be used to solve the problem).

(b) Is a perfect dispersion compensation is applied so that there is no waveform distortion, what

is the maximally allowed fiber length of this system for Q�7?
11. Same optical system as described in problem 10, but the modulation chirp parameter αc can be

managed. Based on Eq. (8.5.6), what is the optimum chirp parameter αc to achieve the longest

transmission distance?

12. Performance of a long-distance optical fiber system can be affected by polarization mode

dispersion (PMD). Consider a 40Gb/s NRZ intensity-modulated system using standard single-

mode fiber. The total fiber length is 500km and the PMD parameter of the fiber is

PMD¼ 0:1ps=
ffiffiffiffiffiffiffi
km

p
. Assume that power splitting ratio γ between two SOP is 50%.
(a) Based on Eq. (8.5.14), what is the DGD value that reduces the eye opening to 50%?

(b) What is the accumulated probability that eye opening is Eeye
0.5(it can be integrated

numerically).
13. EDFA in the C-band covers a wavelength window from 1530 to 1560nm. A WDM system has a

channel spacing of 25GHz.
(a) How many wavelength channels this EDFA can support?

(b) If each channel carries 10Gb/s data traffic, what is the total data rate that can be carried by this

WDM system?
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14. In an optical system with coherent multipath interference (MPI) caused by cavity effect due to

multiple reflections. Assume ζ¼ ffiffiffiffiffiffiffiffiffiffi
R1R2

p ¼R is the roundtrip power loss of the cavity with

R¼R1¼R2 the effective power reflectivity. Assume R≪1 so that R2 term is negligible.
(a) If the receiver is thermal noise limited, please find the maximally allowed R value so that

degradation of receiver sensitivity due to MPI is less than 1dB

(b) If the receiver is signal-ASE beat noise limited, please find the maximally allowed R value so

that degradation of the required OSNR due to MPI is less than 1dB
15. In the case of incoherent multipath interference, phase noise of the laser is converted into a relative

intensity noise as described by Eq. (8.5.22). If the laser source has a spectral linewidth of

Δv¼10MHz and the optical system has a data rate of 10Gb/s, could incoherent multipath

interference significantly degrade the system performance? Please discuss.

16. Based on split-step Fourier Method, please write a computer program and simulate a single

wavelength NRZ modulated optical signal at 10Gb/s. System configuration: 100km standard

single-mode fiber, chromatic dispersion parameter D¼17ps/nm/km, loss coefficient α¼0.23dB/

km, fiber effective cross-section area A¼80μm2, and nonlinear index n2¼2.35�1020m2/W.

Plot out optical power waveform at the output of the fiber system for the average input power

levels of 0, 10, and 20dBm, respectively.

17. Repeat problem 16, but use three wavelength channels with 50GHz channel spacing. Please plot

out optical power waveform of the central channel, and plot out optical spectra for the per-channel

average input power levels of 0, 10, and 20dBm, respectively.

18. Please explain the physical mechanism why the XPM crosstalk in a WDM optical fiber system

is inversely proportional to the channel spacing.

19. For the following two multi-span optically amplified fiber optical systems, which one has

less system penalty due to XPM induced crosstalk? Please explain the reason.
EDFA EDFA EDFA Filter 
80km SMF 
D=1 ps/nm/km 

80km DSF 
D=17 ps/nm/km 

Rx 

Tx2 

Tx1 

EDFA EDFA EDFA Filter 
80km SMF 
D=17 ps/nm/km 

80km DSF 
D=1 ps/nm/km 

Rx 

Tx2 

Tx1 

20. In the frequency domain XPM transfer function shown in Eq. (8.5.41), pk(Ω, 0) is the power

spectral density of the pump channel at the fiber input. Please generate a time-domain 10Gb/s

PRBS NRZ waveform for the pump channel, and plot the crosstalk waveform on the probe

channel similar to that shown in Fig. 8.5.19 (the input of the probe channel is CW). System

parameters are 100-km standard single-mode fiber, chromatic dispersion parameterD¼17ps/nm/

km, loss coefficient α¼0.23dB/km, fiber effective cross-section area A¼80μm2, nonlinear index
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n2¼2.35�1020m2/W, frequency spacing between pump and probe: Δλ¼0.4nm. Average

pump power at the fiber input is 10dBm.

21. Consider a two-channel WDM system with channel spacing of Δλ in a single fiber span. Fiber

attenuation is α, linear dispersion parameter isD and nonlinear coefficient is γ. Using small-signal

approximation and suppose exp(�αL) ≪ 1, derive a formula which gives the XPM induced phase

modulation efficiency η.

η is defined by:
η¼ φjk Ω, Lð Þ
pk Ω, 0ð Þ




where φjk(Ω,L) is the phase modulation in the signal channel created by the crosstalk channel, L is

the fiber length and pk(Ω,0) is the crosstalk channel input optical power spectral. Discuss why η
has a low-pass characteristic.

22. In a three channel WDM optical system using dispersion shifted fiber, given λ1¼1551nm,

λ2¼1551.8nm, and λ3¼1552.6nm, how many FWM components can be generated, at what

wavelengths?

23. Modulation instability (MI) is a parametric gain process. Consider a single-mode fiber with

optical attenuation α¼0.22dB/km, and nonlinear coefficient γΠλαχεηολδερ
Τεξτ¼2.07W�1km�1. Assume the fiber length is 100km, and the input pump optical power

is 13dBm at 1550nm wavelength, plot the MI-induced optical gain as the function of the

frequency-detune from the pump wavelength for the following two conditions:
(a) fiber chromatic dispersion parameter is D¼2ps/nm/km

(b) fiber chromatic dispersion parameter is D¼�2ps/nm/km
24. Same as problem 23. Assume a direct detection receiver is used, the MI-induced optical noise

is converted into electrical domain through mixing with the pump in the photodiode. Please

also plot the normalized electric noise power spectral density as the function of the frequency.

MI-induced optical gain as the function of the frequency-detune from the pump wavelength.

25. In a single-span fiber-optic system, can you use a dispersion compensator (added either before or

after the fiber) to change the MI-induced optical gain spectral? Use Jones matrix formula to

explain why. Then, how about in a multi-span system using distributed dispersion compensator?

(use a 2-span system as an example).
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INTRODUCTION
It is well known that an optical field consists of amplitude, frequency, phase, and the state of polar-

ization (SOP). Theoretically all of them, and their combinations, can be encoded to carry information

in an optical communication system. As the photocurrent of a photodiode in an optical receiver is pro-

portional to the intensity of the received optical signal, intensity modulation and direct detection

(IMDD) provides the simplest mechanism for optical communication in which information is carried

only by the intensity of the optical carrier. Wavelength-division multiplexing (WDM) utilizes optical

carriers of different frequencies, and the intensity of each optical carrier carries an independent infor-

mation channel so that they can be separately detected in the receiver after optical filtering through a

wavelength-division demultiplexer. In a WDM system, although optical frequency is utilized, it is for

multiplexing instead of data encoding. Coherent optical communication systems are designed to make

full use of the information capacity provided by the complex optical field. The ability to encode in-

formation onto amplitude, frequency, and phase of an optical carrier in the transmitter, and the ability
uction to Fiber-Optic Communications. https://doi.org/10.1016/B978-0-12-805345-4.00009-3
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418 CHAPTER 9 COHERENT OPTICAL COMMUNICATION SYSTEMS
to detect the complex optical field of the signal are necessary for the construction of a coherent optical

system.

For direct injection current modulation of a laser diode in an optical transmitter, both the ampli-

tude and the phase of the optical carrier are modulated simultaneously, and the relation between phase

modulation and intensity modulation is determined by a linewidth enhancement factor, αlw, as de-
fined by Eq. (3.3.40). In this case, the amplitude and the phase of the optical signal cannot be inde-

pendently modulated as αlw is typically a constant for a laser diode. A more effective way to encode

information onto the complex optical field is to use external electro-optic modulators as discussed in

Chapter 7. Especially, an in-phase/quadrature (I/Q) electro-optic modulator provides a high degree of

flexibility which allows the amplitude and the phase of an optical carrier to be independently

modulated.

In order to detect the complex optical field in the receiver, coherent detection usually uses a strong

optical local oscillator (LO) which provides a reference for the optical frequency and phase (Betti et al.,

1995; Kikuchi, 2016). The mixing between the LO and the received optical signal at the photodiode

allows the determination of the amplitude and the phase information carried by the received optical

signal. In addition, since the optical power of the LO is much stronger than the received optical signal,

it effectively amplifies the weak optical signal in the mixing process, and provides much improved

detection sensitivity compared to direct detection. In the coherent detection process by mixing with

an LO, the signal optical spectrum is linearly down converted into the electric domain so that electric

signal processing can be used to compensate for transmission impairments such as chromatic disper-

sion of the optical fiber.

Coherent detection technique was investigated extensively in the 1980s primarily for the purpose of

improving receiver sensitivity in optical communication systems. However, the introduction of

erbium-doped fiber amplifier (EDFA) in the early 1990s made coherent detection less attractive,

mainly for two reasons: (1) EDFA provides sufficient optical amplification without the requirement

of an expensive low phase noise laser LO in the receiver and (2) EDFA is polarization independent,

and has wide gain bandwidth to support multichannel WDM optical systems.

In the recent years, technological advances made tunable laser diodes commercially available with

narrow spectral linewidth, low cost, small footprint, and reliable enough to meet telecommunication

standards. Coherent transmission systems research and development is revitalized to significantly in-

crease transmission capacity, multiplexing flexibility, and to allow electronic domain compensation of

various transmission impairments. In this chapter, we discuss basic operation principles and various

optical circuit configurations of coherent optical communication systems.
9.1 BASIC PRINCIPLES OF COHERENT DETECTION
Coherent detection originates from radio communications, where a local carrier mixes with the re-

ceived radio frequency (RF) signal to generate a product term. As a result, the received RF signal

can be frequency translated and demodulated.

A block diagram of coherent detection is shown in Fig. 9.1.1. In this circuit, the received RF signal

m(t) cos(ωsct) has an information-carrying amplitudem(t) and an RF carrier at frequencyωsc, whereas the

LO has a single frequency at ωloc. The RF signal multiplies with the LO in an RF mixer, generating
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FIG. 9.1.1

Block diagram of coherent detection in radio communications.
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the sum and the difference frequencies between the signal and the LO. The process can be described by

the following equation:

m tð Þcos ωsctð Þ� cos ωloctð Þ¼m tð Þ
2

cos ωsc +ωlocð Þt½ � + cos ωsc�ωlocð Þt½ �f g (9.1.1)

A low-pass filter is usually used to eliminate the sum frequency component and thus the baseband sig-

nal can be recovered if the frequency of the LO is equal to that of the signal (ωloc¼ωsc). When the RF

signal has multiple and very closely spaced frequency channels, excellent frequency selection in co-

herent detection can be accomplished by fine tuning the frequency of the LO. This technique has been

used in ratio communications for many years, and high-quality RF components such as oscillators, RF

mixers, and amplifiers are standardized.

For coherent detection in lightwave systems, although the fundamental principle is similar, its op-

erating frequency is many orders of magnitude higher than the radio frequencies; thus the required

components and circuit configurations are quite different. In a lightwave coherent receiver, mixing

between the received optical signal and the optical LO is done in a photodiode, which is a square-

law detection device. A typical schematic diagram of coherent detection in a lightwave receiver is

shown in Fig. 9.1.2, where the incoming optical signal and the optical LO are combined in an optical

coupler. The optical coupler can be made by a partial reflection mirror in free space, or more conve-

niently made by a fiber directional coupler in guided wave optics. Tomatch the SOPs between the input

optical signal and the LO, a polarization controller is used; it can be put in the path of either the LO or
LO 
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2 ´ 2 

PD 

PC 

ELO(t) 

i (t) E1(t) 

E2(t) 

FIG. 9.1.2

Block diagram of coherent detection in a lightwave receiver. PC, polarization controller, PD, photodiode; LO, local

oscillator.
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the input optical signal. Mixing between the signal and the LO in the photodiode converts the modu-

lated optical signal into a photocurrent in the electric domain.

Consider the complex field vector of the incoming optical signal,

E
!
s tð Þ¼A

!
s tð Þexp �j ωst+φs tð Þð Þ½ � (9.1.2)

and the field vector of the LO,

E
!
LO tð Þ¼A

!
LO exp �j ωLO t+φLOð Þ½ � (9.1.3)

where A
!
s tð Þ and A

!
LO tð Þ are the real amplitudes of the incoming signal and the LO, respectively, ωs and

ωLO are their optical frequencies, and ϕs(t) and ϕLO are their optical phases. The optical transfer func-

tion of the 2�2 optical coupler, discussed in Chapter 6, is

E
!
1

E
!
2

" #
¼

ffiffiffiffiffiffiffiffiffiffi
1� ε

p
j

ffiffiffi
ε

p
j

ffiffiffi
ε

p ffiffiffiffiffiffiffiffiffiffi
1� ε

p
� �

E
!
S

E
!
LO

" #
(9.1.4)

where ε is the power-coupling coefficient of the optical coupler. In the simplest coherent receiver con-

figuration shown in Fig. 9.1.2, only one of the two output ports of the 2�2 coupler is used, while the

other output is nulled. The composite optical signal at the coupler output is

E
!
1 tð Þ¼

ffiffiffiffiffiffiffiffiffiffi
1� ε

p
E
!
s tð Þ+ j

ffiffiffi
ε

p
E
!
Lo tð Þ (9.1.5)

As discussed in Section 4.2, a photodiode has a square-law detection characteristic and the photocur-

rent is proportional to the square of the composite optical field, that is,

i tð Þ¼ℜ E
!
1 tð Þ

��� ���2
¼ℜ 1� εð Þ As tð Þj j2 + ε ALOj j2 + 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ε 1� εð Þp
A
!
s tð Þ � A

!
LO cos ωIFt+Δφ tð Þð Þ

n o (9.1.6)

whereℜ is the responsivity of the photodiode, ωIF¼ωLO�ωs is the frequency difference between the

signal and the LO, which is referred to as the intermediate frequency (IF), and Δφ(t)¼φLO�φs(t) is
their phase difference. We have neglected the sum-frequency term in Eq. (9.1.6) because ωs+ωLO will

be in the optical domain but at a much shorter wavelength, which will be eliminated by the RF circuit

that follows the photodiode.

The first and the second terms on the right side of Eq. (9.1.6) are the direct detection components of

the optical signal and the LO, respectively. The last term is the coherent detection term, which is the

mixing term between the optical signal and the LO.

Typically, the LO is a laser operating in continuous waves (CW). Ideally, the LO laser has no in-

tensity noise so that ALO ¼ ffiffiffiffiffiffiffiffi
PLO

p
is a constant with PLO the LO optical power. Since the LO power is, in

general, much stronger than the power of the optical signal such that As tð Þj j2 << A
!
s tð Þ � A

!
LO

��� ���, the only
significant information-carrying component on the right hand side of Eq. (9.1.6) is the last term, and

thus

i tð Þ� 2ℜ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε 1� εð Þ

p
cosθ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps tð Þ �PLO

p
cos ωIFt+Δφ tð Þð Þ (9.1.7)

where cosθ results from the dot product of A
!
s tð Þ � A

!
LO, which is the angle of SOPmismatch between the

optical signal and the LO. Ps(t)¼jAs(t)j2 is the signal optical power. Eq. (9.1.7) shows that the detected
electric signal level depends also on the coefficient, ε, of the optical coupler. Since 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε 1� εð Þp

reaches
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the maximum value of 1 when ε¼½, a 3-dB coupler is usually used in the coherent detection receiver. If

the SOP of the LO ideally matches that of the incoming optical signal, cosθ¼1, the photocurrent of

coherent detection is maximized and can be simplified as

i tð Þ�ℜ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps tð Þ �PLO

p
cos ωIFt+Δφð Þ (9.1.8)

Eq. (9.1.8) shows that coherent detection shifts the spectrum of the optical signal from the optical car-

rier frequency ωs to an IF ωIF, which can be handled by an electric circuit. In general, coherent detec-

tion can be categorized as homodyne detection if ωIF¼0, and heterodyne detection when ωIF 6¼0.
9.2 RECEIVER SIGNAL-TO-NOISE RATIO CALCULATION OF COHERENT
DETECTION
Electric-domain signal-to-noise ratio (SNR) after photodetection is an important measure of the signal

quality in an optical receiver, which determines the transmission performance of the system. Because

the LO has an optical power much higher than the received optical signal, LO-induced shot noise is

usually the dominant noise in a coherent receiver. This is fundamentally different from direct detection

where receiver thermal noise has the most impact in the SNR because the signal optical power is usu-

ally low. Of course, optical amplifiers can also be used in coherent transmission systems to extend the

transmission distance. In such systems, accumulated optical noise may become a limiting factor of the

system performance, and the electric SNR can be primarily determined by the optical signal-to-noise

ratio (OSNR).
9.2.1 HETERODYNE AND HOMODYNE DETECTION
In coherent detection, the photocurrent is proportional to the field of the received optical signal, the

phase information of the optical signal can be detected (Yamamoto and Kimura, 1981). In coherent

detection, assume an ideally matched SOP between the signal and the LO, the photocurrent is

i tð Þ¼ℜ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps tð ÞPLO

p
cos ωIFt+Δφ tð Þð Þ (9.2.1)

In a heterodyne configuration, the modulated signal optical spectrum centralized at ωs is down con-

verted to the RF domain centralized at an IF ωIF. In order to avoid spectral aliasing around ω¼0,

ωIF is usually chosen to be higher than the modulation bandwidth of the signal. To convert the IF signal

further down to the baseband, two basic techniques can be used. One of these techniques, shown in

Fig. 9.2.1A, uses an RF bandpass filter and an RF detector. This is usually referred to as RF envelope
detection. Another technique, shown in Fig. 9.2.1B, uses an RF LO at the IF ωIF, which mixes with the

heterodyne signal and down converts it to the baseband. This second technique is called RF coherent
detection.

Although both of these two techniques recover baseband signals from the IF, each has its unique

characteristics. RF envelope detection is relatively insensitive to the IF frequency variation because the

width of the bandpass filter can be chosen wider than the signal bandwidth. But on the other hand, a

wider filter bandwidth also allows more noise to be included so that the noise power is higher. In com-

parison, RF coherent detection has higher detection efficiency than RF envelope detection because a

strong RF LO effectively amplifies the signal level. In addition, the SNR of RF coherent detection is 3-
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(A) Heterodyne optical detection and RF envelope detection and (B) heterodyne optical detection and RF

coherent detection. PC, polarization controller; PD, photodiode; LO, local oscillator.
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dB higher than the RF envelope detection because only the in-phase noise component is involved and

the quadrature noise component can be eliminated. Obviously, RF coherent detection is sensitive to the

variation of the IF, and typically a frequency locked loop needs to be used.

In coherent homodyne detection, the IF is set to ωIF¼0. This is obtained by setting the frequency of

the LO, ωLO, equal to that of the signal optical carrier ωs. Thus, baseband information carried by the

received optical signal is directly obtained in the homodyne detection as

i tð Þ¼ℜAs tð ÞALO cosΔφ tð Þ (9.2.2)

Although homodyne detection seems to be simpler than heterodyne detection, it requires both fre-

quency locking and phase locking between the LO and the optical signal because a random phase

Δϕ(t) in Eq. (9.2.2) would introduce signal fading whenever Δϕ(t)¼nπ+π/2 happens, where n is

an integer. On the other hand, as homodyne detection is optical phase sensitive, it provides the capa-

bility of optical phase decoding for optical transmission systems. Techniques such as phase diversity,

which will be discussed later in this chapter, can be used to retrieve the instantaneous optical phase in a

homodyne detection receiver.
9.2.2 SIGNAL-TO-NOISE-RATIO IN COHERENT DETECTION RECEIVERS
In an optical receiver with coherent detection, the power of LO is usually much stronger than the re-

ceived optical signal; therefore, the SNR is mainly determined by the shot noise in the photodiode

caused by the LO.

First, let us consider a coherent system without optical amplifiers so that there is no broadband op-

tical noise associated with the received optical signal. If we consider only thermal noise and shot noise,

the receiver SNR is

SNR¼ i2 tð Þ� �
i2th
� �

+ i2sh
� � (9.2.3)



4239.2 RECEIVER SIGNAL-TO-NOISE RATIO CALCULATION
where for RF envelope detection usually used in the heterodyne detection scheme, the signal RF

power is

i2 tð Þ� �¼ℜ2Ps tð Þ �PLO

2
(9.2.4a)

where 1/2 is the result of hcos2φ(t)i. While for homodyne detection with optical phase locking between

the received optical signal and the LO, the signal RF power is

i2 tð Þ� �¼ℜ2Ps tð Þ �PLO (9.2.4b)

where cosφ(t)¼1 is assumed.

i2th
� �¼ 4kTBe

RL
(9.2.5)

is the thermal noise power, and

i2sh
� �¼ 2qℜ Ps tð Þ=2 +PLO½ �Be (9.2.6)

is the short noise power, where Be is the signal electric bandwidth, RL is the load resistance, and q is the
electron charge. Ps(t)/2 used in the shot noise calculation is due to the 3dB splitting loss of the optical

signal at the LO-signal combining coupler. Then, the SNR for optical heterodyne detection with RF

envelope detection can be expressed as

SNRheterodyne ¼ 1

2Be
� ℜ2Ps tð ÞPLO=2

4kT=RL + 2qℜ Ps tð Þ=2 +PLO½ � (9.2.7a)

where 2Be is for the double bandwidth required for heterodyne detection.

For homodyne detection with optical phase-locked LO, the SNR is

SNRhomodyne ¼ 1

Be
� ℜ2Ps tð ÞPLO

4kT=RL + 2qℜ Ps tð Þ=2 +PLO½ � (9.2.7b)

which is 6dB higher than that of heterodyne detection due to the reduced electric bandwidth and phase

locking.

Fig. 9.2.2A shows the SNR comparison between direct detection and coherent detection, where we

assume that the receiver bandwidth is Be¼10GHz, the load resistance is RL¼50Ω, the photodiode

responsivity is ℜ¼0.75A/W, the temperature is T¼300K, and the power of the LO is fixed at

PLO¼20dBm. Obviously, coherent detection significantly improves the SNR compared to direct de-

tection, especially when the signal optical power level is low. In fact, if the LO power is strong enough,

the shot noise caused by the LO can be significantly higher than the thermal noise; therefore,

Eqs. (9.2.7a) and (9.2.7b) can be simplified into

SNRheterodyne � ℜ
8Beq

Ps tð Þ (9.2.8a)

and

SNRhomodyne � ℜ
2Beq

Ps tð Þ (9.2.8b)
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In the approximation, we have assumed that PLO> >Ps, which is usually true. Therefore, SNR in a

coherent detection receiver is linearly proportional to the power of the input optical signal Ps. In con-

trast, in a direct detection receiver, SNR∝Ps
2.

Fig. 9.2.2B shows that SNR in a coherent detection receiver also depends on the power of the LO. If

the LO power is not strong enough, the full benefit of coherent detection is not achieved, and the SNR is

a function of the LO power. When LO power is strong enough (for PLO> 10 dBm in this case), the SNR

no longer depends on LO as the strong LO approximation is valid and the SNR can be accurately repre-

sented by Eqs. (9.2.8a) and (9.2.8b).

Note that we have used Gaussian statistics for the analysis of shot noise here. However, Poisson

distribution is more accurate describing the shot noise process as discussed in Section 4.3. Neverthe-

less, Gaussian statistics greatly simplifies the performance analysis, and it is a reasonably good approx-

imation when the photocurrent is relatively high, which is indeed the case in a coherent detection

receiver where LO is usually strong.
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Coherent receiver with an EDFA preamplifier.
Now, let us see if an optical preamplifier can help improve system performance in a coherent de-

tection receiver as shown in Fig. 9.2.3. Dominant noise sources in this receiver are shot noise intro-

duced by the LO and signal-ASE beat noise due to the broadband ASE noise introduced by the

EDFA preamplifier. The electric signal power is
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i2 tð Þ� �¼ℜ2GPs tð Þ �PLO

2
(9.2.9a)

for RF envelope detection, and

i2 tð Þ� �¼ℜ2GPs tð Þ �PLO (9.2.9b)

for phase-locked homodyne detection with G the optical gain of the EDFA preamplifier.

The shot noise electric power is

i2sh
� �¼ 2qℜ Ps tð ÞG+PLO½ �Be (9.2.10)

and the signal-ASE beat noise power is

i2s�ASE

� �¼ 4ℜ2 Ps tð ÞG
2

+PLO

� �
hvnsp G�1ð Þ

2
Be (9.2.11)

where 3dB loss of the signal-LO combining coupler is also assumed so that both optical signal and the

ASE nose of the preamplifier are attenuated by 3dB. Single-polarized ASE noise is used because the

optical signal is single polarized. The signal-ASE beat noise is usually much higher than the shot noise

for reasonable values of EDFA noise figure and with optical gainG>> 1. Thus, signal-ASE beat noise

(including LO-ASE beat noise) is most likely the biggest noise source. In fact if we neglecting all other

noise contributions, and only considering shot noise and signal ASE-beat noise, the SNR at the receiver

output will be,

SNRheterodyne ¼ ℜ2GPs tð ÞPLO

4Be Ps tð ÞG=2 +PLO½ � 2qℜ + 2ℜ2hvnsp G�1ð Þ� 	 (9.2.12a)

and

SNRhomodyne ¼ ℜGPs tð ÞPLO

Be Ps tð ÞG=2 +PLO½ � 2qℜ + 2ℜ2hvnsp G�1ð Þ� 	 (9.2.12b)

while for pre-amplified direct detection,

SNRdirect ¼ ℜ2G2P2
s tð Þ

Beℜ 2q+ 4ℜhvnsp G�1ð Þ� 	
GPs tð Þ

¼ ℜGPs tð Þ
Be 2q + 4ℜhvnsp G�1ð Þ� 	

Fig. 9.2.4 shows the calculated SNR for coherent homodyne detection and pre-amplified direct detec-

tion, respectively, as the function of the input signal optical power. Parameters used in the calculation

for coherent detection are: receiver electric bandwidth Be¼10GHz, photodiode responsivity

ℜ¼0.75A/W, and LO optical power PLO¼10dBm. In Fig. 9.2.4, the dashed line shows the SNR

of coherent homodyne detection without the EDFA preamplifier (G¼0dB). When an ideal EDFA pre-

amplifier is introduced with 3dB noise figure (nsp¼1) and 20dB optical gain, the SNR of coherent

homodyne detection shown as the dotted line is about 6dB higher than that without the EDFA pream-

plifier. As a comparison, for pre-amplified direct detection with the same ideal EDFA preamplifier at

20dB optical gain, the SNR shown as the solid line which is 3dB lower than the homodyne detection

with the same optical preamplifier. The take-home message from Fig. 9.2.4 is that coherent detection

does not significantly improve the SNR compared to an optically preamplified detection optical re-

ceiver when the noise figure of the preamplifier is low enough.
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Calculated SNR for coherent homodyne detection receiver without an EDFA preamplifier (dashed line), with an

EDFA preamplifier with noise figure of 3dB (dotted line), and preamplified direct detection solid line.
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For a long-distance optical transmission system accumulated ASE noise from multiple in-line op-

tical amplifiers can be significant. In such a case, OSNR will be a limiting factor which determines the

system performance.
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FIG. 9.2.5

Coherent receiver for a long-distance optical-amplified system with accumulated ASE noise.
As heterodyne and homodyne detection techniques are known to have 6dB SNR difference, we use

homodyne detection for the following analysis without losing generality. As illustrated in Fig. 9.2.5,

assume that the signal optical power is Ps and the power spectral density of the ASE noise at the signal

wavelength is ρASE. If the optical bandwidth is sufficiently narrow, the ASE-ASE beat noise, which is

linearly proportional to the optical bandwidth, is much lower than the signal-ASE beat noise. In this

case, the electric signal power of coherent homodyne detection is: hi2(t)i¼ℜ2Ps(t) �PLO, while the

signal-ASE beat noise power with bandwidth Be is ℜ
2(PLO+Ps/2)ρASEBe, where we have, again, con-

sidered a 3dB attenuation due to the optical coupler for both the signal Ps and the ASE noise spectral

density ρASE. Note that in a coherent detection receiver, the strong LO also participates in the generation

of signal-ASE beat noise. The electric SNR at the receiver output is

SNRhomodyne ¼ ℜ2PLOPs

2ℜ2 PLO +Ps=2ð ÞρASEBe

� Ps

ρASEBe
(9.2.13)
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where PLO≫Ps is assumed, and the unit of SNR is [Hz�1].It is worthwhile to point out that the elec-

trical SNR at the receiver output is related to the OSNR at the receiver input by

SNRhomodyne ¼ Ps

ρASE


 �
1

Be
¼ OSNR

Be


 �
(9.2.14)

whereOSNR¼Ps/ρASE. Because the unit of ASE noise spectral density of ρASE is in [W/Hz], the unit of

OSNR is [Hz].

Practically, OSNR can be measured with an optical spectrum analyzer (OSA), and the value

reported by the OSA is in [W/RB], where RB stands for resolution bandwidth. A 0.1nm is commonly

used by the industry as the OSA optical resolution bandwidth to define the OSNR. As 0.1nm in wave-

length window is equivalent to 12.5GHz in terms of frequency interval in the 1550nm telecommuni-

cation wavelength, OSNRmeasured with 0.1nmOSA resolution bandwidth can be converted to OSNR

of 1 Hz bandwidth by OSNR0.1nm¼OSNR/(1.25�1010).

In comparison, for a direct detection receiver, if the input optical signal Ps is associated with sig-

nificantly high ASE noise spectral density ρASE, so that signal-ASE beat noise is higher than the thermal

noise and shot noise, the receiver SNR is

SNRdir ¼ ℜ2P2
s

2ℜ2PsρASEBe

¼ Ps

2ρASEBe
¼OSNR

2Be
(9.2.15)

which is only 3dB lower than coherent homodyne detection. This also indicates that coherent detection

receiver in an optically amplified system does not significantly improve the required OSNR compared

to direct detection.

It is important to note that in the SNR analysis so far in this chapter, signal optical power is the

parameter to be detected. For the detection of signal optical power, coherent detection improves the

SNR compared to direct detection when the received signal optical power level is low. A strong

LO in a coherent detection receiver effectively amplifies the optical signal, and shot noise caused

by LO on the photodiode becomes the dominant noise source, so that quantum limited detection sen-

sitivity can be reached. When the signal optical power level is high enough in systems employing op-

tical amplifiers, the sensitivity advantage of coherent detection diminishes.

Nevertheless, the unique advantage of coherent detection is the ability of recovering the signal op-

tical phase. The information capacity and optical bandwidth efficiency of complex optical field mod-

ulation can be much higher than only using intensity modulation.
9.3 BALANCED COHERENT DETECTION AND POLARIZATION DIVERSITY
Coherent detection using the simple configuration shown in Fig. 9.1.2 has twomajor problems even for

the detection of only signal intensity. First, the direct detection terms of input signal and LO are not

useful, which may interfere with and cause degradation of the useful coherent detection term. Second,

SOP mismatch between the received optical signal and the LO may cause the reduction of coherent

mixing efficiency. As the SOP of the received optical signal is often random and unpredictable after

a long transmission fiber, random signal fading may happen if the SOP of the LO does not follow that of

the received optical signal. In this section, we discuss basic techniques often used to eliminate direct

detection term and to avoid signal fading caused by SOP mismatch in a coherent detection receiver.
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9.3.1 BALANCED COHERENT DETECTION
A coherent detection receiver based on a single photodiode produces both the mixed-frequency term

and the unwanted direct-detection terms shown in Eq. (9.1.6). In the analysis of the last section, we

assumed that the LO has no intensity noise, and the direct-detection term of the signal is small enough

and negligible. In practice, however, the direct-detection terms may overlap with the IF spectrum of

coherent detection introducing significant cross-talk. In addition, since the optical power of the LO is

significantly higher than the received optical signal, any relative intensity noise of the LO would in-

troduce excessive noise in coherent detection. Another important concern of coherent detection is that a

strong LO may produce large photocurrent in the photodiode which may saturate the electric pream-

plifier after photodetection. Thus, the first two direct detection terms in Eq. (9.1.6) need to be elim-

inated in a high-quality coherent detection receiver, and balanced coherent detection configuration

is often used for this purpose (Painchaud et al., 2009).

The schematic diagram of a balanced coherent detection is shown in Fig. 9.3.1A. Instead of using a

single photodiode as shown in Fig. 9.1.2, two head-to-toe photodiodes are used in this balanced coher-

ent detection configuration and the electric circuit is illustrated in Fig. 9.3.1B.
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FIG. 9.3.1

(A) Block diagram of balanced coherent detection and (B) electric circuit of a balanced photodiode.
Based on the transfer function of a 2�2 optical coupler shown in Eq. (9.1.4), the optical fields at the

two output ports are

E
!
1 tð Þ¼ E

!
s tð Þ+ jE!Lo tð Þ

h i
=

ffiffiffi
2

p
(9.3.1)

E
!
2 tð Þ¼ j E

!
s tð Þ� jE

!
Lo tð Þ

h i
=

ffiffiffi
2

p
(9.3.2)

and the photocurrents generated by the two photodiodes are

i1 tð Þ¼ 1

2
ℜ As tð Þj j2 + ALOj j2 + 2As tð Þ �ALO sin ωIFt+Δφð Þcosθ
h i

(9.3.3)

i2 tð Þ¼ 1

2
ℜ As tð Þj j2 + ALOj j2�2As tð Þ �ALO sin ωIFt+Δφð Þcosθ
h i

(9.3.4)

Therefore, the direct-detection components can be eliminated by subtracting these two photocurrents,

and we obtain

Δi tð Þ¼ i1 tð Þ� i2 tð Þ¼ 2ℜAs tð ÞALO sin ωIFt+Δφð Þcosθ (9.3.5)
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In the derivation of Eqs. (9.3.1)–(9.3.5), we assumed that the power coupling coefficient of the optical

coupler is ε¼0.5 (3-dB coupler) and the two photodetectors have identical responsivities. In system

applications, paired photodiodes with identical characteristics are connected in the head-to-toe electric

configuration shown in Fig. 9.3.1B, and they are tightly packaged together and commercially available

for applications in coherent detection receivers. Practically, more than 30dB rejection ratio of direct

detection terms can be achieved, which is known as the common-mode rejection ratio.
9.3.2 POLARIZATION DIVERSITY
Balanced detection using two photodiodes can eliminate direct detection components in a coherent

detection receiver as shown in Eq. (9.3.5). However, the efficiency of coherent mixing between the

received optical signal and the LO can still be affected by their SOP mismatch. The impact of polar-

ization mismatch on the coherent detection efficiency is represented by the factor cosθ in Eq. (9.3.5),

where θ is the angle of SOP mismatch between the received optical signal and the LO. Although the

SOP of the LO can bemade stable because it is produced locally in the receiver, the SOP of the received

optical signal is usually not predictable after the transmission over long distance of optical fiber. As a

result, the useful photocurrent term may fluctuate over time causing IF signal fading in the receiver.

Polarization diversity is a common and effective technique that overcomes polarization mismatch-

induced signal fading in a coherent receiver.

One possible way to correct the polarization mismatch between signal and LO is to use a polari-

zation controller to adjust the SOP of the LO (Kazovsky, 1989). An active feedback control has to be

employed to make sure that the LO follows the SOP variation of the received optical signal. Various

algorithms have also been developed to optimize the process of the endless polarization control.

However, the most practical technique commonly used to combat signal fading caused by polar-

ization mismatch is the polarization diversity, which does not require active feedback and endless po-

larization control. The block diagram of polarization diversity in a coherent receiver is shown in

Fig. 9.3.2, where two polarization beam splitters (PBSs) are used to separate the input optical signal

and LO into horizontal (Es//) and vertical (Es?) polarization components. The polarization state of the

LO is aligned midway between the two principle axis of the PBS such that optical power of the LO is

equally split between the two outputs of the PBS, that is, ELO== ¼ELO? ¼ELO=
ffiffiffi
2

p
. Two balanced-

photodiode modules are used to detect signals carried by the two orthogonal polarization components.

As a result, the photocurrents at the output of the two balanced photodetection branches are

Δi1 tð Þ¼
ffiffiffi
2

p
ℜAs tð ÞALO sin ωIFt+Δφð Þcosθ (9.3.6)

Δi2 tð Þ¼
ffiffiffi
2

p
ℜAs tð ÞALO sin ωIFt+Δφð Þsinθ (9.3.7)

where θ is the angle between the polarization state of the input optical signal and the principle axis of

the PBS, Es//¼Escosθ and Es?¼Es sinθ.
Both photocurrents are then squared by the RF power detectors before they combine to produce the

RF power of the coherently detected signal,

PIF tð Þ¼Δi21 +Δi
2
2 ¼ 2ℜ2Ps tð ÞPLO sin

2 ωIFt+Δφð Þ (9.3.8)
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The impact of polarization angle θ is removed by this square-and-add process, and thus the RF power is

independent of the SOP of the input optical signal. No polarization tracking based on the feedback

control is required in this configuration, so that it is reliable.
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FIG. 9.3.2

Block diagram of balanced coherent detection with polarization diversity.
9.4 PHASE DIVERSITY AND I/Q DETECTION
In an optical system with coherent detection, the photocurrent is linearly proportional to the signal op-

tical field and thus the phase information of the optical signal is preserved. However, phase noise exists

in both the LO and the received optical signal, so that the differential phase term Δϕ(t) may vary ran-

domly. Optical phase noise may not be detrimental for coherent heterodyne detection with RF power

detection, but is critically important for coherent homodyne detection where the useful photocurrent is

directly related to the differential phase term, i(t)¼ℜAs(t) �ALO sinΔφ(t) as given by Eq. (9.2.2). In a

coherent system, phase variation Δϕ(t)¼Δϕs(t)+Δϕn(t) includes contributions from optical phase

modulationΔϕs(t) which carries the useful information and the contribution due to phase noise,Δϕn(t),
of the transmitter and the LO.

In practice, a coherent homodyne system requires narrow linewidth lasers with low phase noise for

both the transmitter and the LO so that the variation of Δϕn(t) is much slower compared to the high

speed signal Δϕs(t). Thus, they can be isolated in the frequency domain and the impact due to phase

noise Δϕn(t) can be eliminated.

Traditionally, a phase-locked loop can be used to track the low-frequency phase noiseΔϕn(t) and to
overcome the signal fading problem. Fig. 9.4.1 schematically shows a phase-locked loop, in which a

beam splitter taps a small portion of the output RF power for the feedback loop. A low-pass filter av-

erages out high-speed data contributions in the photocurrent due toΔϕs(t), and allows the slow varying

envelope ofΔϕn(t) to be detected by a low-frequency RF power detector which is used as the target for

a phase control unit. The optical phase of the LO is adjusted by the feedback signal of the phase control

unit to maximize the RF power level, which ensures that sinΔφn(t)¼1.

Phase-locked loops have been used in coherent detection systems for many years. However, its big-

gest disadvantage is the requirement of an adaptive control system, including expensive electrical and

optical devices and the complexity of the control algorithms, as well as the stability concern. With the

rapid advance of photonic devices, and the availability of 90 degree optical hybrid, phase diversity

becomes more practical than phase-locked loop (Davis et al., 1987).
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Coherent homodyne detection with a phase-locked feedback loop.
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As shown in Fig. 9.4.2, phase diversity coherent receiver is based on a 90 degree optical hybrid

coupler. It is well known that the transfer matrix of a conventional 3-dB 2�2 optical fiber coupler,

that relates the output optical fields E
!
1 and E

!
2 with the input fields E

!
s and E

!
LO, is given by

E
!
1

E
!
2

" #
¼ 1ffiffiffi

2
p 1 j

j 1

� �
E
!
S

E
!
LO

" #
(9.4.1)

In the balanced detection coherent receiver shown in Fig. 9.3.1 using a 3-dB, 2�2 fiber coupler, the

cross-products are 180 degree apart in the two output arms after photodetectors, as indicated by

Eqs. (9.3.3) and (9.3.4). This means that a conventional 2�2 fiber coupler can be, in fact, classified

as a 180 degree hybrid.

Theoretically, an ideal 90 degree optical hybrid coupler should have a transfer matrix as

E
!
1

E
!
2

" #
¼ 1ffiffiffi

2
p 1 exp jπ=4ð Þ

exp jπ=4ð Þ 1

� �
E
!
S

E
!
LO

" #
(9.4.2)

For a simple coherent receiver with balanced detection shown in Fig. 9.3.1A, replacing the 2�2 fiber

coupler with a 90 degree hybrid coupler as shown in Fig. 9.4.2, the optical fields at the 90 degree hybrid

coupler output will be
E1 tð Þ¼Es tð Þ+ELOe

jπ=4 (9.4.3)

E2 tð Þ¼Es tð Þejπ=4 +ELO (9.4.4)

Here, we have assumed perfectly matched polarization states between the input optical signal and

the LO.
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Coherent detection based on a 90 degree hybrid coupler.
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The corresponding photocurrents are thus,

i1 tð Þ¼ℜ E1j j2 ¼ℜ As tð Þj j2 + ALOj j2 +As tð Þ �ALO cos ωIFt+Δφ tð Þ�π

4

� n o
(9.4.5)

i2 tð Þ¼ℜ E2j j2 ¼ℜ As tð Þj j2 + ALOj j2 +As tð Þ �ALO cos ωIFt+Δφ tð Þ+ π

4

� n o
(9.4.6)

where we have assumed that Es(t)¼As(t)e
jωst+jφ

s
(t), ELO(t)¼ALOe

jωLOt+jφ
LO

(t), ωIF¼ωs�ωLO, and

Δφ(t)¼φs(t)�φLO(t). Obviously, there is a quadrature relationship between the coherent detection

terms in i1(t) and i2(t). If we neglect the direct detection terms in Eqs. (9.4.5) and (9.4.6), a square-

and-add operation will result in,

i21 tð Þ+ i22 tð Þ¼ℜ2P tð Þ �PLO (9.4.7)

which is independent of the differential phase Δφ(t).
It is clear that in the phase diversity receiver configuration shown in Fig. 9.4.2, the key device is the

90 degree optical hybrid. Unfortunately, the transfer matrix shown in Eq. (9.4.2) cannot be provided by

a simple 2�2 fiber directional coupler. In fact, a quick test shows that the transfer function of

Eq. (9.4.2) does not even satisfy the energy conservation principle, because

jE1 j2+ jE2 j2 6¼ jEs j2+ jELO j2.
A number of optical structures have been proposed to realize the 90 degree optical hybrid. An ex-

ample of fiber-optic realization of 90 degree hybrid is a specially designed 3�3 fiber coupler with the

following transfer matrix (Epworth, 2005):
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2
4

3
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ffiffiffiffiffiffiffi
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where only two of the three ports are used at each side of the coupler and therefore, it is used as a 2�2

coupler. On the input side, the selected two ports connect to the input optical signal and the LO, whereas

the first two output ports provide

E01 ¼
ffiffiffiffiffiffiffi
0:2

p
Es tð Þ+

ffiffiffiffiffiffiffi
0:4

p
exp j

3π

4


 �
ELO


 �
(9.4.9)

E02 ¼
ffiffiffiffiffiffiffi
0:4

p
exp j

3π

4


 �
Es tð Þ+

ffiffiffiffiffiffiffi
0:2

p
ELO


 �
(9.4.10)

After photodiodes and neglecting the direct detection components, the AC parts of these two photo-

currents are

i1 tð Þ¼ 2ℜ
ffiffiffiffiffiffiffiffiffi
0:08

p
As tð ÞALO cos Δφ tð Þ�3π

4


 �
(9.4.11)

i2 tð Þ¼ 2ℜ
ffiffiffiffiffiffiffiffiffi
0:08

p
As tð ÞALO sin Δφ tð Þ�3π

4


 �
(9.4.12)
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Therefore, after squaring and combining, the receiver output is

i21 tð Þ+ i22 tð Þ¼ 0:32ℜ2P tð Þ �PLO (9.4.13)

Compare this result with Eq. (9.4.2), where an ideal 90 degree hybrid was used. There is a signal RF

power reduction of approximately 5dB using the 3�3 coupler. Because one of the three output ports is

not used, obviously a portion of the input optical power is dissipated through this port.

Another way to construct a 90 degree optical hybrid is to use an integrated-optics approach in which

the optical phase shift can be precisely controlled. Similar to Eq. (9.4.2), the transfer function of a 90

degree optical hybrid can also be written as

E
!
1

E
!
2

" #
¼ 1ffiffiffi

2
p 1 exp jπ=2ð Þ

1 1

� �
E
!
S

E
!
LO

" #
(9.4.14)

which will result in the quadrature relation of photocurrents at the two output ports of the coupler after

photodetection similar to that shown in Eqs. (9.4.5) and (9.4.6).
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FIG. 9.4.3

A 2�4 90 degree hybrid coupler based on a 90 degree optical phase shifter.
Fig. 9.4.3 shows a 90 degree optical hybrid based on a λ/4 phase shifter on one of the four branching
waveguides between the four couplers. This configuration is not feasible to be implemented by fiber

optics because the fiber length control cannot be precise enough to realize a λ/4 (or equivalently 90

degree) extra optical phase shift in one of the fibers compared to the other three. But planar lightwave

circuits (PLCs) made with photolithography patterning and etching can create guided-wave optical cir-

cuit structures with a high level of precision (Dong et al., 2014).

For the structure shown in Fig. 9.4.3, the top 2�2 coupler performs a balanced coherent mixing

between the signal and the LO the same way as that in Fig. 9.3.1. Assume perfectly matched SOP be-

tween the signal and the LO, we have

i1 tð Þ¼ 1

4
ℜ As tð Þj j2 + ALOj j2 + 2As tð Þ �ALO sin ωIFt+Δφð Þ
h i

(9.4.15)

i2 tð Þ¼ 1

4
ℜ As tð Þj j2 + ALOj j2�2As tð Þ �ALO sin ωIFt+Δφð Þ
h i

(9.4.16)
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whereas for the bottom 2�2 coupler in Fig. 9.4.3, the two outputs are

E3 tð Þ¼ Es tð Þ + j jELO tð Þ½ �� �
=2,

E4 tð Þ¼ j Es tð Þ+ELO tð Þf g=2:
So that,

i3 tð Þ¼ 1

4
ℜ As tð Þj j2 + ALOj j2�2As tð Þ �ALO cos ωIFt+Δφð Þ
h i

(9.4.17)

i4 tð Þ¼ 1

4
ℜ As tð Þj j2 + ALOj j2 + 2As tð Þ �ALO cos ωIFt+Δφð Þ
h i

(9.4.18)

Combining Eqs. (9.4.15) through (9.4.18), we have

ΔiQ tð Þ¼ i1 tð Þ� i2 tð Þ¼ℜAs tð Þ �ALO sin ωIFt+Δφð Þ (9.4.19)

ΔiI tð Þ¼ i4 tð Þ� i3 tð Þ¼ℜAs tð Þ �ALO cos ωIFt+Δφð Þ (9.4.20)

This 2�4 90 degree hybrid coupler combines balanced coherent detection and phase diversity into the

same device.

With the rapid progress of PLC and electro-optic integration technologies, integrated coherent re-

ceivers become commercially available and standardized by the industry. As shown in Fig. 9.4.4, an

integrated coherent receiver combines polarization diversity, phase diversity, balanced detection, and

trans-impedance amplifiers (TIA) into a hermetically sealed small package with fiber pigtails for the

connection to the optical signal and the LO. The x- and the y-polarization components of the input

optical signal are separately detected through polarization diversity as described in Fig. 9.3.2. Each

of the two orthogonal polarization components is coherently mixed with the LO through a 2�4 90

degree hybrid with the optical configuration described in Fig. 9.4.3.

Four photodiodes are used for the detection of each polarization component producing four pho-

tocurrent signals defined by Eqs. (9.4.15)–(9.4.18). Direct detection components are eliminated by dif-
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FIG. 9.4.4

Left: coherent optical receiver module including polarization diversity, phase diversity, balanced detection, and

TIA for differential amplification. Right: photograph of fiber-pigtailed coherent optical receiver packages.

(Right) Used with permission from Finisar.
ferential amplification using TIAs to produce in-phase (I) and quadrature (Q) voltage signals

proportional to As(t)ALOcos[ωIFt+Δφ(t)] and As(t)ALO sin[ωIFt+Δφ(t)], respectively. Information
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carried by As(t) and Δφ(t) can then be recovered through RF or digital signal processing (DSP) of vI(t)
and vQ(t) of each polarization. The complex optical field of the optical signal can be recovered by

Es tð Þ¼ vI tð Þ + jvQ tð Þ (9.4.21)

In coherent detection, since the complex field of the received optical signal can be obtained through the

amplitude and phase information, compensation of chromatic dispersion of the transmission fiber can

be performed in the electric domain after photodetection. In addition, because the x- and y-polarized
optical signal components are detected simultaneously, instantaneous SOP information of the received

optical signal can be obtained, which allows the compensation of polarization mode dispersion (PMD)

in the electric domain. This also allows polarization-division multiplexing (PDM) in which each or-

thogonal polarization state carries an independent information channel to double the overall optical

bandwidth efficiency.

Coherent detection enables the complex optical field, including both the intensity and the phase, to

be utilized for information delivery. Receiver sensitivity and required OSNR of phase-modulated op-

tical systems can also be improved in comparison to intensity modulated optical systems with coherent

detection. More importantly, optical bandwidth efficiency of complex optical field modulation can be

much higher than
9.5 CONCLUSION
In this chapter, we have discussed basic principles of coherent detection and various techniques to im-

prove the performance of coherent detection in fiber-optic communication systems. By mixing with a

strong optical LO in the coherent detection receiver, the received optical signal is effectively amplified,

which improves the receiver sensitivity in comparison to a direct detection receiver. Thanks to the op-

tical phase reference provided by the LO, the phase information of the received optical signal can be

detected which allows optical phase modulation to be used in optical transmission systems employing

coherent detection. As coherent detection is capable of recovering the complex field of the received

optical signal, transmission impairments induced by the optical fibers including chromatic dispersion

and PMD can be effectively compensated through electric domain signal processing. Although receiver

sensitivity of coherent detection is comparable to a direct-detection receiver employing an optical pre-

amplifier, the flexibility of complex optical field modulation and the increased bandwidth efficiency

make coherent optical systems superior to the direct detection counterpart.

Classic techniques used to improve the performance of coherent detection include balanced photo-

detection, polarization diversity, and phase diversity. Balanced photodetection is effective in eliminat-

ing the direct detection components and their interference with the useful coherent detection term. As

the SOP of the received optical signal is often unpredictable, and coherent mixing between the signal

and the LO is polarization selective, minimizing SOP mismatch between the optical signal and the LO

is important for coherent detection. Polarization diversity is a technique that partitions the received

optical signal into two orthogonal SOPs through a PBS, and detects them separately. This eliminates

the polarization sensitivity of coherent detection when the two photocurrent signals are combined. It

also allows the reconstruction of the SOP of the input optical signal so that compensation of PMD is

possible through electric processing of the two photocurrents. Phase diversity is a technique that allows

the recovery of optical phase information from the received optical signal. Phase diversity utilizes a 90
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degree optical hybrid so that the in-phase and the quadrature components can be separately detected to

reconstruct the received complex optical field.

Coherent optical communication has been proposed and investigated several decades ago, but only

started to gain momentum in the recent years mainly because of the two key technological advances.

First, narrow linewidth (<100kHz) semiconductor lasers became mature enough to meet the telecom-

munication’s standard with small footprint and relatively low cost. Second, advanced PLC technology

allowed the creation of coherent optical receiver which integrates polarization diversity, phase diversity,

and balanced detection photodiodes into a single package with electronic preamplifiers. In addition,

advances in digital electronics based on the silicon integrated circuit technology enabled high-speed

DSP, so that advanced modulation formats and electronic domain compensation of various transmission

impairments can be performed through DSP. More details of advanced optical modulation formats and

phase-modulated coherent transmission performance will be discussed in the next chapter.
PROBLEMS
1. In a coherent detection optical receiver, assume the power coupling coefficient of the 2�2 coupler

is ε. Find the optimum coupling coefficient ε to achieve the highest coherent detection efficiency.
Does this optimum coupling coefficient depend on the power ratio between the LO and the

received optical signal?
2. In order for a coherent receiver to operate properly, the power of the LO has to be high enough so

that shot noise generated by the LO is much higher than thermal noise. What is the LO power

required for the LO-induced shot noise to be 10 times the thermal noise at room temperature?

Assume receiver load resistance is RL¼50Ω and photodiode responsivity is ℜ¼1mA/mW.

3. Consider a coherent homodyne receiver with 0dBm phase-locked LO, and a direct detection

receiver shown in the following figure. Both receivers use PIN photodiodes with 0.75A/W

responsivity and a negligible dark current at the room temperature, and 40GHz electrical

bandwidth. The load resistor is 50Ω.
PIN 
 Input Ps  SNR PIN 

LO 

 Input Ps  SNR 3dB 

(a) Please find the signal optical power required to achieve the electrical SNR of 20dB for coherent

detection and direct detection, respectively.

(b) What is the signal optical power level below which coherent detection provides better SNR

compared to direct detection?

4. All parameters are the same as in problem 2, but now consider an on-off key binary modulated

optical signal in which Ps,1¼2Ps,ave, with Ps,1 and Ps,ave signal optical power at signal “1” and

average signal optical power, respectively. Assume there is no signal waveform distortion.

(a) Please find the average signal optical power required to achieve the receiverQ¼8 for coherent
homodyne detection and direct detection, respectively.
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(b) What is the average signal optical power level at which coherent detection has the sameQ value

as direct detection?
PIN 
 Input Ps  Q PIN 

LO 

 Input Ps  Q 

5. Consider an on-off key binary modulated optical system without waveform distortion. Both

coherent homodyne receiver and optically preamplified direct detection can be used as shown in the

following figure. Operating wavelength is 1550nm and photodiode has 100% quantum efficiency.

For the coherent detection, assume LO is strong enough so that LO-induced shot noise is the

dominate noise. For optically preamplified receiver, assume signal ASE beat noise is the dominate

noise source, and the optical gain of the amplifier is very high so that G≫1.
What would be the noise figure of the optical preamplifier for these two receivers to have the

same SNR for at the same average signal optical power?

(Note: SNR is evaluated at signal “1,” and assume that signal power at “1” is twice the average

signal power Ps,ave)
PIN TIA EDFA 
 Input Ps  SNR 

PIN TIA 

LO 

 Input Ps  SNR 3dB 

6. Consider a coherent homodyne receiver used in a binary intensity modulated system with multiple

inline optical amplifiers at 1550nmwavelength. Assume the modulation data rate is 40Gb/s and the

receiver electrical bandwidth is 40GHz. Neglect signal waveform distortion, and only consider LO-

ASE beat noise, what is the required OSNR in [dB �0.1nm] to achieve a Q value of 7?
PIN TIA 

LO 

 Signal Ps

 Noise ASE

 SNR 

r

7. Consider an optical system with inline optical amplifiers, the signal optical power is Ps and the

optical noise power spectral density is ρASE. If a coherent homodyne receiver is used, Eq. (9.2.14)

indicates that the electrical SNR at the receiver output is SNR¼OSNR/Be. Now an optical

preamplifier is inserted as shown in the following figure with an optical gainG. Assume that the LO

power is high enough so that the major noise source is due to the mixing between LO and ASE.
Does this optical preamplifier help improve system performance? Please explain the reason by

deriving necessary equations.
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PIN TIA 

LO 

 Signal Ps

 Noise ASE

 SNR 
G 

r

8. For a coherent receiver, the relative intensive noise (RIN) of the LO is �140dB/Hz within the

receiver bandwidth. If the photodiode responsivity is 1mA/mW, what the LO power such that the

RIN noise is equal to the shot noise generated by the LO.

9. Consider coherent homodyne detection based on a 2�4 90 degree hybrid coupler as shown in

Fig. 9.4.3. If the actual value of the 90 degree optical phase shifter is 90°+δ, where δ¼10° is a
fabrication error, what is the maximum percentage of signal power variation ΔiI2+ΔiQ2 with the

random variation of Δφ [reference to Eqs. (9.4.19) and (9.4.20)]?

10. Same coherent homodyne receiver as in problem 9, but the optical signal is QPSKmodulated with

four constellation points at (π/4, 3π/4, 5π/4, 7π/4). Because of the δ¼10° error of the 90° phase
shifter, what are the angles of the detected constellation points by this I/Q receiver?
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INTRODUCTION
The purpose of an optical communication system is to deliver information from the transmitter to the

receiver using optical wave as the carrier. Encoding information onto the optical carrier with high band-

width efficiency and resistance to transmission impairments is a critical issue which defines the system

performance. Digital modulation is commonly used in high-speed transmission systems with superior
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performance compared to analog modulation in terms of the tolerance to waveform distortion and

noise, and it is suitable for regeneration without the impact of noise accumulation.

Various digitalmodulation formats have been used for telecommunications. The choice ofmodulation

format depends on the transmission medium, transmission distance, the requirement of the bandwidth

efficiency, and the nature to transmission impairments (Winzer and Essiambre, 2006; Lach and Idler,

2011). For example in wireless communication networks, spectrum resource is extremely scarce and ex-

pensive, and thus bandwidth efficiency is the most important concern in choosing the modulation format.

On the other hand, an optical fiber has wide transparent wavelength window and once considered of hav-

ing unlimited bandwidth available for optical transmission. Bandwidth efficiency was not a major con-

cern in fiber-optic communication systems for many years. However, with the explosive growth of

internet traffic and the rapidly increased demand for the transmission capacity, usable spectral bandwidth

in a transmission fiber has becomemore andmore valuable, especially in places where fiber installation is

expensive. Thus, bandwidth efficient modulation becomes an important issue in fiber-optic systems and

networks. In wireless networks, multipath interference, differential propagation delay, and antenna radi-

ation pattern are major problems to deal with. Whereas in fiber-optic systems, chromatic dispersion, po-

larization mode dispersion (PMD) and accumulated spontaneous emission noise from in line optical

amplifiers are unique concerns in selecting the most appropriate modulation format.

In this chapter, we will discuss basic characteristics of different optical modulation formats.

Amplitude modulation formats, including nonreturn-to-zero (NRZ), return-to-zero (RZ), carrier-

suppressed return-to-zero (CSRZ), and dual-binary, are often used with direct detection receiver.While

complex optical field modulation formats such as quadrature phase shift keying (QPSK), differential

QPSK (DQPSK), and quadrature amplitude modulation (QAM) are often used with coherent detection

receiver. Bandwidth efficiency, tolerance to chromatic dispersion and PMD, receiver sensitivity, and

the techniques of encoding and decoding of each modulation format will be discussed, and pros and

cons will be compared.
10.1 BINARY NRZ VS. RZ MODULATION FORMATS
BinaryNRZandRZare themost popularmodulation formats often used in optical fiber systemsbased on

intensity modulation and direct detection (Caspar et al., 1999; Wilson, 1996). In comparison to NRZ, a

standard RZmodulation at the same data rate requires wider spectral bandwidth because the pulse width

in the time domain only occupies half of the bit slot. As the result, RZ modulated optical signal suffers

more from bandwidth dependent impairments such as chromatic dispersion polarization mode disper-

sion and transfer function ripples in broadband electric amplifiers. On the other hand, RZ modulated

optical pulses have higher peak power compared to a NRZwaveform of the same average power, so that

the signal-to-noise ratio (SNR)canbebetter than that ofNRZat thedecisionpoints.With the introduction

of dispersion compensation which is commonly used in long-distance fiber-optic systems, the impact of

chromatic dispersion can beminimized. To some extent, it is more efficient to optimize dispersion com-

pensation for RZmodulated optical signals because of the regular pulse shape.Whereas, for NRZmod-

ulated waveforms, the optimum value of dispersion compensation is often pattern dependent.

Fig. 10.1.1 shows the comparison between NRZ and RZ waveforms of the same data rate and data

sequence. Each data bit occupies a time slot ofwidthT, so that the data rate isB¼1/T.While digital “1” of

aNRZbit has a lengthT, digital “1” of aRZbit returns to zero afterT/2, so that the pulsewidth is onlyT/2.
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FIG. 10.1.1

Comparison between NRZ (top) and RZ (bottom) waveforms of the same data sequence and data rate.
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The basic component of an ideal NRZ waveform in the time domain is a gate function with a width

T. The Fourier transform of this time-domain gate function is a sinc function in the frequency domain,

and the normalized power spectral density is,

SNRZ fð Þ¼ sin πTfð Þ
πTf

� �2
¼ sinc2 Tfð Þ

with the first null at f¼1/T, which is equal to the data rate. Fig. 10.1.2A shows the normalized spectral

density of a NRZ waveform at 10Gb/s data rate so that T¼10�10 s. For equal probability of “1”s and
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FIG. 10.1.2

Normalized spectral densities of binary NRZ (A) and RZ (B) waveforms with 10Gb/s data rate.
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“0”s in a pseudorandom data sequence, the average level of the signal amplitude is 50% of the peak so

that there is a significant DC component shown as a sharp peak in the middle of the spectrum. Note that

in the NRZ spectrum the clock component at f¼1/T is completely suppressed because the sinc function
has a null exactly at the clock frequency. This creates a problem for clock recovery in the receiver.

Fig. 10.1.2B shows the normalized spectral density of a RZwaveform also for 10Gb/s data rate. Be-

cause the pulse width in the time domain is T/2, the normalized spectral density is SRZ(f)¼ sinc2(Tf/2),
in which the first null is at f¼2/T. In addition to the DC component, there is a strong clock component at

f¼1/T, which can be easily extracted for clock recovery at the receiver. The strong clock component of

RZ spectrum is due to the regularly shaped pulses at the fundamental repetition rate 1/T for continuous

“1”s. In comparison, continuous “1”s in a NRZwaveform is represented by low-frequency components

in the spectrum.

Ideal waveforms of NRZ and RZ both have infinitely wide spectral widths because of the rectangle

pulse shape. In practical optical systems, these waveforms have to be band-limited through low-pass

filtering. In a digital system, the minimally required bandwidth can be determined by having

completely open eye diagram only at the decision point which is at the middle of the eye.

Fig. 10.1.3 shows eye diagrams of low-pass filtered NRZ and RZwaveforms. For the NRZ eye diagram

shown in Fig. 10.1.3A, a fifth-order Bessel filter is used with a 3dB bandwidth of 6.5GHz. The eye
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FIG. 10.1.3

Eye diagrams of bandwidth-limited NRZ (A) and RZ (B) waveforms at 10Gb/s data rate. fifth-order Bessel filters

are used with 6.5GHz bandwidth for NRZ waveform and 13GHz for the RZ waveform.
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opening is complete at the middle of the bit, which is sufficient for the decision circuit in the receiver

for data recovery.

For the eye diagram of RZ waveform shown in Fig. 10.1.3B, a similar fifth-order Bessel filter is

used but with a 3dB bandwidth of 13GHz to maintain the completely open eye.

In practice, the eye opening is determined by the overall transfer function of the system including the

transmitter, the receiver and the transmission medium. Chromatic dispersion of the fiber can often be

treated as a low-pass filter in the system transfer function with the bandwidth determined by the accu-

mulated dispersion and the spectralwidth of the optical signal. Note that the basic shapes ofNRZ andRZ

eye diagrams are quite different. As there is no continuous high level (“1” level) in the RZ eye diagram,

the energy concentration at the decision phase is higher than that of a NRZ eye diagram.
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FIG. 10.1.4

Band-limited 10Gb/s RZ waveform (A) and eye diagram (B). fifth-order Bessel filter is used with a 3dB bandwidth

of 6.5GHz.
Neglect waveform distortion, the peak power P1 at the signal “1” level is twice the average power

Pave for a NRZ waveform, that is P1¼2Pave. While for a RZwaveform, this relation is P1¼4Pave. As

described in Section 8.3, with a fixed signal level the receiver Q value is inversely proportional to the

square-root of the electric bandwidth Be. If the system is dominated by the signal-independent noise,

such as thermal noise, Q∝P1=
ffiffiffiffiffi
Be

p
. On the other hand, if the system is dominated by the signal-

dependent noises, such as shot noise and signal-ASE beat noise, we have Q∝
ffiffiffiffiffiffiffiffiffiffiffiffi
P1=Be

p
. In comparison
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to a NRZ waveform with the same average signal power, a RZ waveform has twice the pulse peak

power but also twice the electric bandwidth. Thus, RZ has 1.5dB sensitivity improvement compared

to NRZ for a signal-independent noise dominated system, whereas for a signal-dependent noise dom-

inated system, their receiver sensitivities are about the same.

An interesting observation is that if passing through a low-pass filter with an electric bandwidth of

much narrower than 2/T, a RZ waveform can be turned into a waveform more similar to NRZ as the

integration time becomes much longer than T/2. Fig. 10.1.4 shows an example of normalized 10Gb/s

RZ waveform which is low-pass filtered by a fifth-order Bessel filter with 6.5GHz bandwidth. Al-

though the same filter bandwidth is wide enough for an NRZ waveform to maintain a completely open

eye as shown in Fig. 10.1.3A, it is not sufficient to keep the eye diagram completely open for the RZ

waveform. Since the 6.5GHz bandwidth is equivalent to an integration time of approximately 1.5T
which is much longer than a RZ pulse length, the eye opening is reduced to about 76%. Nevertheless,

although the RZ eye diagram is not completely open, the ratio between the pulse peak power and the

average power is P1�3.2Pavewhich is still higher than that of NRZ even with a perfectly open eye

diagram. Fig. 10.1.5A shows the signal peak to average power ratio P1/Pave as the function of the

3-dB bandwidth Be of the fifth-order Bessel low-pass filter. Complete eye opening can be achieved

with Be � 6.5GHz for NRZ, while Be � 13GHz is required for RZ.

Fig. 10.1.5B compares the normalizedQ-values of NRZ and RZ waveforms for signal-independent
noise dominated systems where Qind∝P1= Pave

ffiffiffiffiffi
Be

pð Þ. In this figure, Qind has been normalized by its

maximum value for the NRZ waveform obtained at a bandwidth of approximately 5.5GHz. The max-

imumQind for RZ is obtained at Be�8GHz, which is about 1.8dB higher than that of NRZ. For systems

dominated by signal-dependent noise, the normalized Q-values, denoted as Qdep, are shown in

Fig. 10.1.5C based on Qdep∝
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P1= PaveBeð Þp

. In this case, the Q improvement of using RZ is less than

1.5dB in comparison to NRZ.
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(A) pulse peak to average power ratio of 10Gb/s NRZ and RZ waveforms as the function of the low-pass filter

bandwidth. (B) normalized Q-values of systems dominated by signal-independent noise, and (C) normalized

Q-values of systems dominated by signal-dependent noise.
Note that in the calculation to obtain Fig. 10.1.5, we have assumed that both the signal and the

broadband noise pass through the same filter of bandwidth Be. But in practice, the signal eye opening

is determined by the entire system transfer function including the transmitter, and the receiver. Whereas

the noise created after the transmitter is filtered mainly by the receiver transfer function. Therefore,

more accurate analysis has to consider specific system configurations.
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10.2 GENERATION OF PRBS PATTERNS AND CLOCK RECOVERY
In commercial optical systems and networks, low rate data streams are aggregated into high-speed data

rate through several layers of digital multiplexers for optical transmission. However in the development

and performance evaluation of optical transmission systems and equipment, pseudorandom binary se-

quence (PRBS) is commonly used to mimic the actual digital data traffic in the systems. PRBS is a

periodic bit pattern, but there are a large number of bit combinations within each period; they compro-

mise between the randomness of the data signal carried in practical systems and the repetitiveness that

simplifies the measurements. Major parameters to specify a PRBS bit pattern include sequence length

in bits, maximum continuous digital “1”s, and maximum continuous digital “0”s. Spectral density of

modulated optical signal not only depends on the specific modulation format but also depends on the

PRBS pattern.

By definition, pseudo-random implies that the pattern is not really “random” and in fact it is only

quasi-random. A PRBS pattern generator generates a random pattern with a certain length and the pat-

tern repeats itself after every pattern length, as illustrated in Fig. 10.2.1. Within each bit pattern, the

combination of bits should be as random as possible to simulate actual digital data traffic. This requires

the length of the pattern to be long enough. Generally, a long pattern length allows the use of longer

continuous “1”s and continuous “0”s. This helps stretch the test to the worst case of the system.
Pattern 
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FIG. 10.2.1

Example of a NRZ PRBS pattern.
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Illustration of the spectrum of a PRBS signal with NRZ modulation.
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For example, for NRZ modulation, a clock recovery circuit usually works well for a pattern with

alternative “0”s and “1”s but not as well for long continuous “0”s or “1”s which only contribute to low-

frequency components. In addition, the spectrum of a PRBS in the frequency domain consists of an

envelope that is a sinc function determined by the time-domain waveform of each individual bit

and bit duration (e.g., 100ps for a 10Gb/s data-rate), whereas the frequency spacing between adjacent

spectral components is determined by the inverse of the pattern length, Δ f¼ fb/Nb, as shown in

Fig. 10.2.2, where fb is the bit rate and Nb is the pattern length (the number of bits per pattern). Ob-

viously, a longer pattern length results in a narrower spacing between spectral lines, which is equivalent

to a more closely spaced sampling in the frequency domain. From the system transfer function point of

view, a probe signal with densely spaced frequency components would be desirable for system perfor-

mance evaluation. For example, if the data rate is 10Gb/s, to probe system transfer function at frequen-

cies as low as 100 kHz the number of bits in each PRBS pattern has to be at least 105.

PRBS patterns have been standardized by the ITU for testing digital transmission systems. Themost

commonly used patterns in digital transmission system testing are (2N�1) with N¼7, 10, 15, 20, 23,

and 31. The corresponding pattern length (sometimes referred to as word length) is 127, 1023, 32767,
1048575, 8388607, and 2.1475�109 bits, respectively, per pattern. In a typical implementation, PRBS

patterns are generated using shift registers with feedback as shown in Fig. 10.2.3, whereD1,D2,…,DN

are shift registers.
D1 D2 Dm DN
Output 

Exclusive OR 

FIG. 10.2.3

PRBS generation using shift registers with feedback.
To explain the operation of PRBS sequence generation, Fig. 10.2.4A shows the simplest case, with

N¼3 and m¼1, where m is the number of shifting shown in Fig. 10.2.3. In this example, suppose that

the initial states of the shift registers are D1¼1, D2¼1, and D3¼1. According to the truth table shown

in Fig. 10.2.4B, the output of the exclusive OR gate should be C¼0. Then in the next time slot, the

states become D1¼0, D2¼1, and D3¼1 and the output of the exclusive OR gate becomes C¼1.

As shown in Table 10.2.1, this process continues until the 7th bit slot, where D1¼1, D2¼1, and
D1 D3 C 
0 0 0 
1 0 1 
0 1 1 
1 1 0 

Exclusive OR 

D1 D2 D3

Output 

C

(A) (B)

FIG. 10.2.4

(A) Simplest PRBS generator with N¼3 and (B) truth table of the exclusive OR gate.
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D3¼0; this makes the exclusive OR gate output C¼1. After that the states of the shift registers repeat

themselves.

In this example, since N¼3, the total number of bits per pattern is Nb¼23�1¼7. This is the main

reason that 2N�1 is used as the word length for PRBS instead of simply 2N. Another reason for using

2N�1 as the standard pattern length is that the pattern repetition rate is not harmonically related to the

data rate. In a 2N�1 PRBS bit pattern, the lowest frequency component is

fstart ¼ fb
Nb

¼ fb

2N �1
(10.2.1)
Table 10.2.1 Logical states of shift registers for a PRBS generator with N53
For example, for a 27�1 PRBS bit pattern at 10Gb/s data rate, the lowest frequency component is

about 78 MHz. If 231�1 PRBS is used at the same data rate, the lowest frequency will be as low

as 4.65 Hz. This gives a guideline for choosing RF amplifiers of digital transmission equipment.

In most PRBS pattern generators, in addition to the selection of pattern length, there are usually a

number of other choices to further specify the PRBS pattern, such as mark-density-pattern and zero-

substitution-pattern. Mark-density-pattern allows varying the ratio of the numbers of marks (“1”s) and

spaces (“0”s) in the PRBS pattern. This allows the test of system response to unequal mark and space

distributions. Zero-substitution-pattern allows portions within the pattern to be replaced by spaces,

which is often used to stretch-test clock recovery circuitry in the receiver. An exceptionally large per-

centage of spaces in the digital signal usually makes it more difficult to recover the clock.
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The performance of clock recovery circuit in the receiver depends on the received bit sequence.

Clock recovery from the received PRBS signal involves the selection of the clock frequency compo-

nent using a narrowband filter and stabilizes the phase with a phase locked loop. As illustrated in

Fig. 10.2.5, for a signal with RZ modulation format, the signal waveform returns to 0 within each

bit and the continuous “1” pattern has exactly the same periodicity as the clock. Therefore the signal

spectrum contains a strong clock frequency component. In this case, a simple narrowband filter at the

clock frequency can select the clock component for clock recovery.
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(A) Time-domain waveform and (B) its spectrum of an RZ modulated signal. Dashed line in (A) is the clock

waveform.
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(A) Time-domain waveform and (B) its spectrum of an NRZ modulated signal. Dashed line in (A) is the clock

waveform.
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On the other hand, for signals with NRZ modulation format, as illustrated in Fig. 10.2.6, the signal

waveformmaintains a constant level over an entire bit length T; therefore the fundamental frequency of

an NRZ signal is equal to one-half the clock frequency. This corresponds to the 010101… bit pattern.

The spectrum of an NRZ signal has zero energy at the clock frequency. Therefore, clock extraction for

an NRZ signal is more complicated than that for RZ. Typically, to recover the clock from an NRZ data

pattern, a narrowband filter has to select the frequency component at half data rate, which is the fun-

damental frequency of the NRZ signal. Then a nonlinear circuit has to be used to perform frequency

doubling to recover the actual clock.

Fig. 10.2.7 shows the block diagram of a clock recovery circuit for an NRZ signal, where a nar-

rowband filter selects the fundamental frequency component at the half bit rate, fb/2, and a nonlinear

circuit doubles this frequency to fb. Then this single-frequency signal is compared with a sinusoid sig-

nal generated by a voltage-controlled oscillator (VCO) and their frequency difference is used as the

error signal to control the VCO. This ensures that the sinusoid generated by the VCO has exactly

the same frequency and phase as the clock extracted from the incoming signal. This also allows the

clock to be recovered from PRBS signals with long zeroes.
Narrowban
d filter at 

fb/2 

Phase/frequency 
comparator

Frequency 
doubling

VCO  
Clock 
output 

Frequency control 

NRZ 
data

FIG. 10.2.7

Block diagram of a clock recovery circuit for NRZ signal. VCO, voltage controlled oscillator.
In practice, although the clock recovery is required in the receiver of commercial optical systems,

many laboratory system test-beds do not have clock recovery circuits because the transmitter and the

receiver are located in the same laboratory, and the clock can be extracted directly from a master clock

generator inside the transmitter. This is commonly regarded as the “cheat” clock because it is not ac-

tually recovered from the signal transmitted through the testing system.
10.3 POLYBINARY, DUOBINARY, AND CARRIER-SUPPRESSED RZ
MODULATION
Both NRZ and RZmodulation discussed so far are binary with two levels, “0” and “1,” and thus bit rate

is equal to the symbol rate. RZ modulation improves the receiver sensitivity because of the increased

pulse peak power at the decision events, but suffers from reduced tolerance against chromatic disper-

sion because of the increased spectral width. The introduction of dispersion compensation in the fiber

system can help minimize the dispersion-induced waveform distortion, so that RZ modulation is more

appropriate in dispersion compensated fiber systems. In a long-distance fiber-optic system employing

in-line optical amplifiers, the interaction between fiber nonlinearity and chromatic dispersion may also

degrade the transmission system performance, which cannot be eliminated simply by dispersion
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compensation. High-level modulation and the combination of amplitude and phase coding may help

shape the optical spectra, which can have significant impact in the transmission performance.
10.3.1 M-ARY AND POLYBINARY CODING
Increasing the number of digital levels of signal waveform will increase the number of bits per symbol,

which allows the increase of the bit rate while maintaining the same symbol rate (also known as baud

rate). AnM level intensity modulation, known asM-ary, carries log2(M) bits per symbol, so that for the

same symbol rate, the bit rate increases by log2(M). For example, forM¼4, each symbol has 4 possible

levels coded as 0)00, 1)01, 2)10, and 3)11, so that each symbol carries 2 bits of information.

Fig. 10.3.1A shows an example of a 4-level amplitude modulated (AM) signal waveform of 10 Gbaud/

s. The eye diagram shown in Fig. 10.3.1B is obtained after the waveform is low-pass filtered by a 5th-

order Bessel filter with 6.5GHz bandwidth. In this example, the symbol rate of 10 Gbaud/s corresponds

to a bit rate of 20 Gbit/s. An M-ary modulation with M¼4 is also known as PAM4, which stands for

four-level pulse amplitude modulation.
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FIG. 10.3.1

(A) ideal waveform of a four-level amplitude modulated signal at 10Gbaud/s rate and (B) the corresponding

eye diagram after a low-pass filter with 6.5GHz bandwidth.
Fig. 10.3.2A shows that for a fixed data rate, the symbol rate and thus the signal spectral

bandwidth is proportional to 1/log2(M) which decreases with the increase of M. For a chromatic

dispersion-limited fiber-optic system, the maximum transmission distance is inversely proportional

to the square of the symbol rate, and thus the increase of the dispersion-limited transmission distance

is proportional to [log2(M)]2, as shown in Fig. 10.3.2B.

Meanwhile as the eye diagram is divided into M�1 levels as shown in Fig. 10.3.1B, the opening

of each eye level is reduced to 1/(M�1) in comparison to the binary eye opening. With the increase

of M, although the spectral bandwidth is reduced and the tolerance to chromatic dispersion is increased,

the signal becomes more susceptible to both waveform distortion and noise because of the reduced eye

opening.
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(A) reduction of spectral bandwidth, and (B) increase of group-velocity-dispersion (GVD) tolerance as the

function of modulation level M.
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For a system dominated by signal-independent noise, such as thermal noise, according to

Eq. (8.3.3), receiver sensitivity (the lower the better) is inversely proportional to the eye opening

and proportional to the square root of the electric bandwidth. Thus, in comparison to a binary system,

the power penalty of M-ary is

Ppenalty ¼ 1�Mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
log2 Mð Þp (10.3.1)

For a system limited by signal-dependent noise, for example, if an optical preamplifier is used in the

receiver, according to Eq. (8.3.7), receiver sensitivity is Psen∝Be=
ffiffiffi
A

p � ffiffiffi
B

p� �2
, where A and B are the

upper and the lower levels of the normalized eye, and Be is the electric bandwidth. Therefore, for an

evenly distributed multilevel eye diagram, A¼ (M�n)/(M�1), and B¼ (M�n�1)/(M�1) with n¼1,

2, … (M�1). Thus different layers of the eye diagram will have different penalties with respect to an

ideal binary system with A¼1, and B¼0,

Ppenalty ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
M�n

M�1

r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M�n�1

M�1

r !2

log2 Mð Þ
(10.3.2)

where the top lay of the eye with n¼1 has the highest power penalty. For example, forM¼4, the power

penalties for the three eye levels are 7.4, 6.2, and 2.4dB, respectively, for n¼1, 2, and 3. Thus non-

equally spaced eye levels can be used to equalize the power penalty of each level, and help minimize

the overall power penalty.

In the multilevel coding described above, data bits are random and there is no correlation between

consecutive bits. Thus, the spectral width is dependent only on the symbol rate but independent of the

modulation level M. Polybinary modulation is another category of multilevel coding scheme which
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introduces controlled correlation between adjacent bits so that the signal level change between consec-

utive bits is not more than one (Lender, 1964; Walklin and Conradi, 1999; Olmos et al., 2013).

The process of polybinary encoding is described in Fig. 10.3.3, where the input NRZ binary data

sequence ak is pre-coded into another binary sequence bk based on the following rule,

bk ¼ ak � bk�1�bk�2 �⋯� bk� M�2ð Þ (10.3.3)

and the polybinary data sequence is

ck ¼
XM�2

i¼0

bk�i (10.3.4)

where, “�” represents an exclusive OR operation,M is the level of coding, and k is the symbol index.
ak T

2T

ck

T

(M-2)T
(M-2)T

bk–1bk–2

bk–(M–2)

bk Σ

2T

FIG. 10.3.3

Block diagram of polybinary encoding.
Fig. 10.3.4 shows an example of encoding from a binary NRZ data sequence ak(t) into a five-level
(M¼5) polybinary sequence ck(t), with bk(t) the intermediate binary sequence. A key feature of a poly-

binary sequence is that level change between consecutive symbols is not more than one, which results

in a further reduction of the spectral bandwidth compared to anM-ary sequence of the same symbol rate

and bit rate.
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t 

FIG. 10.3.4

Example of polybinary encoding. ak(t) is the original binary sequence, bk(t) is the intermediate binary sequence,

and ck(t) is the 5-level polybinary sequence.
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In the receiver, the original binary data sequence can be recovered simply by

ak ¼ ck mod 2 (10.3.5)

Fig. 10.3.5 shows a comparison between the spectra of a binary NRZ waveform, ak, and a five-level

polybinary waveform, ck, both at 10Gbaud/s symbol rate. Because of the controlled inter-symbol-

interference (ISI) introduced in the polybinary encoding process, the spectral width is significantly re-

duced. In fact the spectral density of a polybinary waveform is

S fð Þ¼ M�1ð Þ2T
4

sinc2 M�1ð ÞfT½ � (10.3.6)

where T is the symbol period, and M is the level of modulation. Red solid curves in Fig. 10.3.5 are

calculated from Eq. (10.3.6), and the spectra in black are the Fourier transforms of ak(t) and ck(t) shown
in Fig. 10.3.4 for M¼5.

It is important to clarify the difference between M-ary and polybinary coding formats. For M-ary

coding, there is no correlation between adjacent data symbols in the data sequence and the data rate is

thus log2(M) times the binary date sequence of the same symbol rate. On the other hand, because of the

correlation introduced in the polybinary coding process, a polybinary data sequence of levelM carries

the same bit rate of the binary data sequence of the same symbol rate, but with with spectral bandwidth

reduced by 1/(M�1) as illustrated by Fig. 10.3.5. As an example, for a bit rate of 10Gbit/s withM¼4,

the symbol rate ofM-ary will be 5Gbaud/s and the spectral bandwidth (1st null in the spectrum) is close

to 5GHz. For the same bit rate but with polybinary coding, the spectral bandwidth (also 1st null in the

spectrum) is only 3.3GHz. The ratio of spectral widths between polybinary and M-ary of the same bit

rate is [log2(M)]/(M�1).
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FIG. 10.3.5

Red spectra: predicted by Eq. (10.3.4) (red; gray solid lines in print versions) for M¼2 (A) and M¼5 (B). Black

spectra: Fourier transforms of ak(t) (A) and ck(t) (B) indicated in this figure, both of 10Gb/s bit rate.
10.3.2 DUO-BINARY OPTICAL MODULATION
Among various levels of polybinary modulation, M¼3 is most often used in fiber-optic systems,

known as dual-binary. Fig. 10.3.6 shows an example of duo-binary encoding with the original binary
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FIG. 10.3.6

Example of duo-binary encoding. ak: original binary NRZ data sequence, bk: intermediate data sequence

obtained through pre-coding, and ck: duo-binary data waveform.
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NRZ data sequence ak, the intermediate data sequence bk obtained through pre-coding, and the duo-

binary data waveform ck. This duo-binary encoded waveform ck can be converted back to the original

binary data in the receiver by ak¼ck mod 2 operation. In fact, for the waveform ck shown in Fig. 10.3.6,
if the level 2 is folded back to level 0, the original NRZ data sequence can be recovered directly

(Penninckx et al., 1997).

For the duo-binary coding process, after pre-coding, the delay-and-add operation is equivalent to

time-domain integration over two symbols, which can be accomplished by a low-pass filter.

Fig. 10.3.7A shows the 10Gb/s duo-binary waveforms obtained through the delay-and-add operation,

and through a fifth-order Bessel low-pass filter with 2.5GHz bandwidth. These two waveforms are very

similar, except for the unfiltered ripples corresponding to continuous “1”s of the original signal. Because

the use of a narrowband filter, high-frequency components of the band-limited duo-binary waveform is

much lower than that obtained through the delay-and-add operation, as shown in Fig. 10.3.7B, and the

first null at 5GHz is smoothed out in the band-limited duo-binary spectrum. Fig. 10.3.7C shows the com-

parison between the band-limited duo-binary spectrum and the spectrum of the original binary NRZ

waveform, and the bandwidth reduction is obvious even though their 1st nulls are at the same frequency.

In a fiber-optic transmitter, the simplest way to generate an optical duo-binary waveform is to uti-

lize the complex transfer function of an electro-optic Mach-Zehnder modulator (MZM) as illustrated in

the block diagram of Fig. 10.3.8. The original NRZ binary waveform ak(t) is first pre-coded into bk(t)
based on bk¼ak�bk�1. Then a band-limiting low-pass filter with a 3dB bandwidth of approximately

25% of the data rate is used to mimic the relation of Eq. (10.3.4) which converts bk(t) into ck(t). As
discussed in Chapter 7, the relation between the input voltage waveform V and the output optical field

waveform E of an electro-optic MZM is a sine function. Fig. 10.3.8 shows that by biasing the MZM at

the power transmission null, and applying the DC-blocked duo-binary electric voltage waveform ck(t)
with a peak-to-peak swing of 2Vπ, an optical duo-binary waveform can be generated. The correspond-

ing eye diagram of the output signal optical power P(t) is also shown in Fig. 10.3.8, which is equivalent
to the eye diagram after a direct-detection optical receiver, in which the photocurrent is linearly pro-

portional to the signal optical power.
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Illustration and block diagram of optical duo-binary waveform generation through an electro-optic Mach-Zehnder

modulator (MZM). V(t) and P(t) represent input voltage and output optical power eye diagrams.
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(A) 10Gb/s duo-binary waveforms generated by delay-and-add operation (dashed line) and by low-pass filtering

(solid line) with a bandwidth of 3GHz. (B) Corresponding spectra of duo-binary waveforms generated by delay-

and-add operation (red; light gray in print versions) and by low-pass filtering (black). (C) Comparison between the

spectra of duo-binary waveform generated by low-pass filtering (black) and of the original binary NRZ waveform

(blue; light gray in printed version).
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Waveforms of optical field [black curve in (A)] and optical power [black curve in (B)] and the comparison with the

inverted original NRZ waveform (red; light gray curves in print versions).
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Fig. 10.3.9 compares the time-domain optical field and optical power of the duo-binary waveform

created through the MZM and the inverted original binary NRZ waveform. Note that the optical field

flips the sign at the middle of each signal “0” bit through the modulator. This optical phase transition

helps improve the resistance against the impact of chromatic dispersion. When energy from adjacent

signal “1”s is spread into the “0” bit slot due to fiber dispersion, they tend to cancel each other because

of their opposite phases, so that signal “0” can be less sensitive to corruption caused by energy leak

from adjacent “1”s. Fig. 10.3.10 shows the calculated eye closure penalties of binary NRZ modulated

10Gb/s optical signal and the converted duo-binary optical signal of the same data rate as the function

of the fiber length. The fiber used in this calculation is standard single mode fiber with 16ps/nm/km

chromatic dispersion parameter at 1550-nm signal wavelength. No dispersion compensation is used in

this system. Because of the reduced optical spectral width, and the antisymmetric optical phase tran-

sition across each signal “0” bit, the dispersion tolerance of duo-binary modulated optical signal is

more than 3 times higher compared to the binary modulated optical signal at the same eye closure pen-

alty level of 3dB. Examples of eye diagrams are also shown in the inset of Fig. 10.3.10 at 120km for

NRZ binary waveform and 150km for duo-binary waveform.
10.3.3 CARRIER-SUPPRESSED RETURN-TO-ZERO (CSRZ)
Another optical modulation format utilizing inter-symbol phase transition is the CSRZ modula-

tion (Miyamoto et al., 2001; Bosco et al., 2002; Yu et al., 2013). As we have discussed in

Section 10.3.1, RZ modulation has improved receiver sensitivity but occupies broader electrical band-

width due to the reduced pulse width compared to NRZ.
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FIG. 10.3.11

(A) RZ waveform (solid line) and polarity of the optical field (dashed line). (B) RZ modulated waveform (dotted

line) and the corresponding CSRZ waveform (solid line).
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CSRZ modulation switches the polarity of each consecutive RZ symbol so that the average of the

optical field waveform becomes zero. Fig. 10.3.11A shows the 10Gb/s RZmodulated pulse train (black

solid line) together with the optical phase which swings between	π, equivalent to a switch of polarity
between	1 of every other RZ symbol. Fig. 10.3.11B is the comparison between the optical fields of the

RZ modulated waveform (blue dotted line) and the converted CSRZ waveform (black solid line). With

the statistically equal numbers of “0”s and “1”s, the average optical field of the CSRZ waveform is

zero. An important feature of CSRZ waveform is that for continuous “1”s, because of the alternating

polarities of the field between adjacent pulses, the fundamental modulation frequency of the optical

field becomes fb/2, where fb is the symbol rate. This is in contrast to the fundamental frequency of

fb which is typical for a conventional RZ modulated waveform. Fig. 10.3.12 compares the spectra

of RZ and CSRZ modulated optical waveforms both at 10Gb/s data rate, and both with a 6.5-GHz

(fifth-order Bessel) band-limiting filter applied. For the RZ spectrum shown in Fig. 10.3.12A, in ad-

dition to the strong DC component, discrete spectral lines exist at the clock frequency of 10GHz.

Whereas for the CSRZ spectrum shown in Fig. 10.3.12B, the DC component is eliminated, and the

discrete spectral components are shifted to half the clock frequency at 5GHz due to the alternating

polarities of adjacent pulses. In fact, the continuous “1” pattern in a RZ waveform is most vulnerable

in a system with limited optical and electrical bandwidths, and in comparison, CSRZ can tolerate ad-

ditional bandwidth reduction due to electronic circuits or equivalently due to chromatic dispersion.
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10Gb/s RZ (A) and CSRZ (B) modulated signal optical spectra.
To demonstrate the improved dispersion tolerance of CSRZ, Fig. 10.3.13 shows an example which

compares 10Gb/s RZ and SCRZ waveforms both band-limited by a fifth-order Bessel low-pass filter

with 4.5GHz bandwidth. This bandwidth is narrower than the optimum bandwidth of 6.5GHz. These

two waveforms have the same average value, but the CSRZ waveform has higher peak amplitude at

points where decisions are performed, indicating a better receiver sensitivity.

A traditional way to generate a CSRZ optical waveform in an optical transmitter is to use two

concatenated electro-optic modulators as schematically shown in Fig. 10.3.14. The first one is an

electro-optic amplitude modulator which converts the input RZ voltage signal V1(t) into a modulated

optical field E1(t) in the RZ format. The second modulator is an electro-optic phase modulator, which
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Absolute values of 10Gb/s RZ (black) and CSRZ (red; light gray in print versions) waveforms band-limited

by a 4.5-GHz bandwidth fifth-order Bessel filter.
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introduces an optical phase change linearly proportional to the applied voltage signal V2(t). In this

setup, V2(t) is a square wave at half clock rate of V1(t), and with an amplitude to introduce π phase

shift. So that every other pulses in the E1(t) waveform is phase modulated by π to create a CSRZ optical

waveform.

Another way to generate CSRZ optical waveform is to use two electro-optic amplitude modulators

as illustrated in Fig. 10.3.15. In this configuration, a NRZ waveform V1(t) is used to drive the first am-

plitude modulator to create a standard NRZ optical waveform E1(t). The second MZM is biased at the

minimum power transmission point and driven by a sine wave at a frequency half the symbol rate of

V1(t) and an amplitude of 2Vπ. Thus E1(t) is amplitude modulated so that the optical field of every other

symbols switche the sign to create a CSRZ waveform.
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Block diagram of a transmitter to create CSRZ optical waveform using two electro-optic amplitude modulators.
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In the discussion of RZ and CSRZ modulation formats so far we have used 50% duty cycle, so that

the first spectral null is at 2fb, where fb is the clock frequency. In practical fiber-optic systems using RZ

and CSRZ modulation, duty cycle may not be 50%, which usually needs to be optimized depending on

the transmitter and receiver electronic circuits, as well as the property of the fiber system. With the

availability of electro-optic I/Q modulator, generating CSRZ waveforms can be much simpler with

a single modulator.
10.4 BPSK AND DPSK OPTICAL SYSTEMS
In the last section, we have discussed various optical modulation formats primarily for direct detection,

so that only the information carried by the amplitude of the modulated optical waveform is used. The

information capacity and the flexibility of an optical communication system can be greatly improved if

the optical phase is also utilized to carry information. Because semiconductor laser sources commonly

used in optical communication systems have significant phase noise, recovery of information carried

on the optical phase can be quite challenging even with coherent detection. For example, the spectral

linewidth of a single-longitudinal-mode laser diode, such as a DFB laser diode is typically tens of

Megahertz, corresponding to a fast phase variation in the time scale on the orders of 10 to 100 ns. Thus,

data carried by the optical phase may not be distinguishable from this phase noise background. In fact, a

rule-of-thumb is that the symbol rate has to be at least 105 times higher than the spectral linewidth to

guarantee a high quality coherent detection (Ip and Kahn, 2007). Narrow linewidth semiconductor la-

sers based on external cavities have been developed in 1980s, but they are typically bulky, high cost,

and not reliable enough to meet telecommunications standard. In recent years, the rapid development in

integrated optics and the maturation of micro-optic packaging technology enabled the creation of low

cost and compact external cavity semiconductor lasers with the linewidth narrower than 100 kHz. Long

cavity DBR lasers produced with integrated photonic circuits can also provide optical emission with a

linewidth on the order of a few hundred kilohertz. For an optical system with symbol rate higher than
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10Gb/s, the symbol-rate/linewidth ratio can be higher than 105, so that the recovery of phase informa-

tion is feasible. In this section, we discuss binary phase shift keying (BPSK) and differential phase shift

keying (DPSK) optical modulation with coherent detection. These are two simplest optical phase mod-

ulation formats in fiber-optic systems (Winzer and Essiambre, 2006). Receiver sensitivity and the re-

quired OSNR will be calculated and compared with direct detection.

BPSK modulation uses a constant signal optical power, but the optical phase is modulated between

0 and π to represent digital “0”s and “1”s. BPSK is a binary modulation format, and the phase waveform

can be either RZ or NRZ, but we only use NRZ as an example to discuss the receiver sensitivity and the

comparison with intensity modulated optical systems.

For a BPSK modulated optical signal with a constant power Ps, the optical field Es(t) swings be-
tween 	 ffiffiffiffiffi

Ps

p
, as illustrated in Fig. 10.4.1. The balanced coherent detection combines Es(t) with the

local oscillator (LO) optical field ELO through a 2�2 optical coupler and two balanced photodiodes

to produce a differential photocurrent signalΔi(t). This photocurrent signal is then amplified by a trans-

impedance amplifier (TIA) to produce a voltage signal v(t).
According to the discussion in Chapter 9, the differential photocurrent of coherent detection is

Δi tð Þ¼ i1 tð Þ� i2 tð Þ¼ 2ℜ
ffiffiffiffiffiffiffiffiffiffiffiffi
PsPLO

p
sin Δφ tð Þ½ � (10.4.1)

where homodyne detection is assumed and the effect of polarization mismatch between signal and LO

is neglected for simplicity. PLO is the LO optical power, and Δφ(t)¼φs(t)�φLO(t) represents optical
phase difference between the optical signal and the LO.
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FIG. 10.4.1

(A) Normalized BPSK optical field waveform, and (B) Illustration of coherent detection.
For the BPSK modulated optical signal, digital “1”s and “0”s are represented by ϕs¼ π and ϕs¼0,

respectively. If we set the phase of the LO to be ϕLO¼ π/2, differential photocurrents Δi(t) correspond-
ing to digital “1” and “0” are i+ ¼ 2ℜ

ffiffiffiffiffiffiffiffiffiffiffiffi
PsPLO

p
and i� ¼�2ℜ

ffiffiffiffiffiffiffiffiffiffiffiffi
PsPLO

p
, respectively. Since PLO≫Ps, we

can assume that the shot noise caused by the LO with the variance of σsh
2 ¼2qℜPLOBe is the dominant

noise source at the receiver with q the electron charge, ℜ the photodiode responsivity, and Be the re-

ceiver bandwidth. The electric SNR at the coherent receiver output is,

SNRBPSK ¼ 2ℜPs

qBe

(10.4.2)

This SNR is 8 times higher than that predicted by Eq. (9.3.8) for intensity modulated optical signal.

A factor of 2 is due to the well-controlled optical phase so that hsin2φ(t)i¼1, and another factor

of 4 is due to balanced detection which doubles the photocurrent corresponding to 4 times the signal

electric power.
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The Q-value of the receiver is

Q¼ i+� i�
2σsh

¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2ℜPs

qBe

s
(10.4.3)

where i+� i� ¼ 4ℜ
ffiffiffiffiffiffiffiffiffiffiffiffi
PsPLO

p
is the signal, and σsh ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qℜPLOBe

p
is the shot noise standard deviation

which is the same for digital “1” and “0.” Since the photodiode responsivity isℜ¼ηq/(hv), where η is
the quantum efficiency and hv is the photo energy, Eq. (10.4.3) can also be expressed as

Q¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ηPs= hvBeð Þp

. For Q¼7, equivalent to a BER of 10�12, the receiver sensitivity is

Psen¼24.5hvBe/η. For an ideal photodiode with 100% quantum efficiency, this receiver sensitivity cor-

responds to 24.5 photons per bit, which is 3-dB better than the quantum-limited receiver sensitivity for

intensity modulated optical system discussed in Section 8.3.1. Because BPSKwaveform carries optical

power for both digital “0”s and “1”s, its receiver sensitivity is 3dB better then on-off-keying (OOK)

modulated waveform, in which only digital “1”s carry signal photons.

Waveform distortion can also exist in a phase modulated optical system so that i+ ¼ 2Aℜ
ffiffiffiffiffiffiffiffiffiffiffiffi
PsPLO

p
and i� ¼�2Bℜ

ffiffiffiffiffiffiffiffiffiffiffiffi
PsPLO

p
. Where, 0<A<1 and 0<B<1 represent eye closure of digital “1”s and “0”s

at the decision event, which can be caused by phase distortion due to transmission impairments and the

inaccuracy of LO phase reference. Because shot noise only depends on the LO power, thus,

Q¼ i+� i�
2σsh

¼
ffiffiffiffiffiffiffiffiffiffi
ℜPs

2qBe

s
A+Bð Þ (10.4.4)

In a fiber-optic system employing multiple in-line optical amplifiers, optical signal to noise ratio

(OSNR) will become the limiting factor of transmission performance. Consider a BPSK modulated

system with coherent homodyne detection, and assume that the signal optical power is Ps and the op-

tical noise power spectral density is ρASE at the receiver input. As the LO power is much higher than the

signal power in a coherent receiver, the dominant noise source is the LO-ASE beat noise. In the

Q-calculation, the electric signal is i+� i� ¼ 4ℜ
ffiffiffiffiffiffiffiffiffiffiffiffi
PsPLO

p
, and the LO-ASE beat noise after photode-

tection is σ1 ¼ σ0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℜ2ρASEPLOBe

q
, so that

Q¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps

ρASEBe

s
¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffi
OSNR

Be

s
(10.4.5)

where OSNR¼Ps/ρASE has the unit of [Hz], and optical noise only in the same polarization as LO is

considered here. In fact, with the balanced coherent detection configuration using two photodiodes, the

LO power and the ASE power spectral density received by each photodiode are Ps/2 and ρASE/2,
respectively, so that each photodiode produces LO-ASE beat noise power spectral density

2ℜ2(ρASE/2)(PLO/2). The differential output of the balanced detector adds up two equal contributions

and thus the total electric noise power is still ℜ2ρASEPLOBe, which is the same as using a single

photodiode.

To achieve the Q-value of 7, the required OSNR is simply, ROSNR¼12.25Be, which is 6dB better

(lower) than that with binary intensity modulation shown in Eq. (8.3.11) without waveform distortion.

As a numerical example, for a 10Gb/s BPSK system using coherent homodyne detection with an elec-

tric bandwidth of 7.5GHz, the required OSNR is 9.2�1010Hz, which is approximately 8.7dB when
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noise is measured with an optical spectrum analyzer (OSA) with 0.1-nm resolution bandwidth, or 12.5

GHz, at 1550-nm-wavelength window.

In order to achieve the maximumQ-values predicted by Eqs. (10.4.3) and (10.4.5), the optical phase
of the LO has to be stabilized at ϕLO¼ π/2 to obtain the maximum differential current for a BPSK

modulated optical signal. Traditionally this can be done through active feedback control in a phase-

locked loop. A more sophisticated solution is to use phase-diversity in the coherent receiver so that

phase tracking and optimization can be accomplished through signal processing. As discussed in

Section 9.4, in a coherent homodyne receiver with the combination of balanced detection and phase

diversity, two photocurrent components are produced,

ΔiI tð Þ¼ℜ
ffiffiffiffiffiffiffiffiffiffiffiffi
PsPLO

p
sin Δφ tð Þ½ � (10.4.6)

ΔiQ tð Þ¼ℜ
ffiffiffiffiffiffiffiffiffiffiffiffi
PsPLO

p
cos Δφ tð Þ½ � (10.4.7)

Optical phase information can be obtained as

φs tð Þ¼ tan�1 ΔiI tð Þ
ΔiQ tð Þ
� �

+φLO tð Þ (10.4.8)

where, Δφ(t)¼φs(t)�φLO(t) has been used. As long as the variation of φLO(t) is much slower than the

signal phase modulation encoded in φs(t), the impact of φLO(t) can be minimized by signal processing

and filtering which rejects the low-frequency components in Eq. (10.4.8). More details of carrier phase

recovery in a coherent receiver will be provided in Chapter 11.

DPSK is another optical phase modulation format often used in long-distance fiber-optic systems,

which can be detected by both coherent detection and direct detection. DPSK encoding is based on the

optical phase change between consecutive bits. As illustrated in Fig. 10.4.2, a digital “1” is encoded as

a π phase change, whereas a digital “0” is encoded as no phase change, between adjacent bits.
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FIG. 10.4.2

Comparison between DPSK (top) and BPSK (bottom) waveforms.
Coherent homodyne detection of DPSK modulated optical signal is the same as that of BPSK, and

the receiver sensitivity and the required OSNR can be calculated based on Eqs. (10.4.3) and (10.4.5).

Unlike BPSK, DPSK can also be detected by a direct detection receiver through a one-bit-delay optical

interferometer. In a direct detection receiver, since there is no optical LO to provide a phase reference,

each bit of the optical signal itself has to be used as the phase reference for the next bit, so that a direct

detection DPSK receiver can convert this differential phase of the received optical signal into an in-

tensity waveform.
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Direct-detection receiver of DPSK can be constructed with an optical interferometer as shown in

Fig. 10.4.3A. A delay line is added in one of the two arms of the interferometer to introduce a delay of

one bit T. Assume 3dB couplers are used at both the input and the output of the interferometer, the

optical fields at the two output ports of the interferometer are

E1 tð Þ¼ Es t+Tð Þ�Es tð Þ½ �=2 (10.4.9)

E2 tð Þ¼ j Es t+ Tð Þ+Es tð Þ½ �=2 (10.4.10)

Then the photocurrents are,

i1 tð Þ¼ ℜE1 tð Þj j2 ¼ℜ Es t+Tð Þj j2 + Es tð Þj j2�Es t+Tð ÞE∗
s tð Þ� cc

h i
=4 (10.4.11)

i2 tð Þ¼ ℜE1 tð Þj j2 ¼ℜ Es t+Tð Þj j2 + Es tð Þj j2 +Es t+Tð ÞE∗
s tð Þ+ cc

h i
=4 (10.4.12)

The differential photocurrent is

Δi tð Þ¼ i2 tð Þ� i1 tð Þ¼ 0:5ℜEs t+ Tð ÞE∗
s tð Þ+ cc (10.4.13)

where Es tð Þ¼
ffiffiffiffiffi
Ps

p
ejφs tð Þ is the input signal optical field with Ps the optical power and ϕs(t) the optical

phase. cc represents complex conjugate. For an ideally phase modulated optical signal, the signal op-

tical power Ps is a constant, so that

Δi tð Þ¼ℜPs cos φ t+Tð Þ�φ tð Þ½ � (10.4.14)
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(A) DPSK receiver architecture based on a Mach-Zehnder interferometer. (B) Illustration of DPSK waveform

reconstruction at the receiver.
For a DPSK system with multiple in-line optical amplifiers, accumulated ASE noise that reaches the

receiver is the major limit of the system performance, and the required OSNR is the most relevant mea-

sure to determine the quality of transmission. Assume that the optical signal average power and the

ASE noise power spectral density are Ps and ρASE, respectively, and the signal-ASE beat noise is
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the dominant noise source. Differential photocurrent from the balanced optical receiver is 2ℜPs

between digital “1” and “0” levels, and the noise standard deviation is identical during digital “1”

and “0” levels which is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℜ2PsBeρASE

q
. In this estimation, we have assumed that signal optical power

and ASE noise power spectral density reaching to each photodiode are Ps/2 and ρASE/2, respectively. In
addition, the Mach-Zehnder interferometer (MZI) used before photo detectors has a differential delay

of T between the two arms, and the optical power transfer function in the frequency domain is sin2(πfT)
with a free-spectral range (FSR) of 1/T. A correlation is introduced by this interferometer for the noise

between adjacent signal “1”s and “0”s. This equivalently reduces the noise bandwidth by approxi-

mately 3dB so that the noise standard deviation becomes approximately

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℜ2PsBeρASE=2

q
. TheQ-value

can be found as,

Q¼ 2ℜPs

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℜ2PsBeρASE=2

q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Ps

BeρASE

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
OSNR

Be

s
(10.4.15)

Or equivalently, OSNR/Be¼Q2/2. Fig. 10.4.4 shows the comparison of normalized OSNR require-

ments of DPSK modulated waveform using differential delay line based self-homodyne detection,

and OOK modulated waveform using direct detection where OSNR/Be¼Q2 (see Eq. 8.3.10) without

considering waveform distortion. For the Q-value in the range from 3 to 12, the improvement of the

required OSNR is 3dB by using DPSK. This is because digital “0”s in OOK signal waveform carries no

energy, while both “0”s and “1”s in DPSK carry the same optical power. However, in comparison to
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Normalized OSNR as the function of Q-value for DPSK with differential delay line-based direct detection

(dashed line), OOK with direct detection, and BPSK with coherent homodyne detection (dotted line).
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BPSK with coherent homodyne detection where OSNR/Be¼Q2/4, DPSK with differential delay line-

based self-homodyne detection is 3dB worse in terms of the required OSNR.
10.5 HIGH-LEVEL PSK AND QAM MODULATION
So far, we have discussed multilevel amplitude modulation such as M-ary and polybinary, as well as

bipolar optical phase modulation such as BPSK and DPSK. In general, multilevel modulation can be

applied on both the amplitude and the phase of a complex optical field. The number of constellation

pointsM is usually even powers of 2 (M¼2, 4, 16, 64,…), and positions of constellation points on the

complex plane are typically distributed evenly on both real and imaginary axes to simplify implemen-

tation (Wilson, 1996). This allows the transmission of up to b¼ log2(M) bits per symbol.

PSK modulation usually refers to optical phase modulation with a constant amplitude. The level of

modulation M indicates the number of discrete phase levels within the 2π phase space. The constella-

tion diagram of 16-PSK (M¼16) is shown in Fig. 10.5.1A, where the phase interval between adjacent

constellation points is π/8.
Quadrature amplitude modulation (QAM) is the combination of amplitude modulation and phase

modulation. In comparison to PSK, the introduction of amplitude modulation in QAM relaxes the an-

gular space between bits for the same modulation level M. The constellation diagram of 16-QAM

(M¼16) is shown in Fig. 10.5.1B, where there are three different amplitude and 12 different phase

levels.

The complex optical field of both PSK and QAM can be expressed as E tð Þ¼ ffiffiffiffiffiffiffiffiffiffi
Ps tð Þ

p
exp jφ tð Þ½ �with

Ps(t) the signal optical power. On the complex plane shown in Fig. 10.5.1, the optical field can be

decomposed into the in-phase (I) and the quadrature (Q) components, so that

E tð Þ¼ I tð Þ+ jQ tð Þ (10.5.1)

For PSK, the amplitude is constant so that I(t)2+Q(t)2¼Ps, whereas for the 16-QAM, both I(t) andQ(t)
have discrete levels: 	1 and 	3. For equal probability of signal bits among constellation points, the

power normalization factor is (4�18+8�10+4)/16¼9.75, so that E tð Þ¼ ffiffiffiffiffi
Ps

p
I tð Þ+ jQ tð Þ½ �= ffiffiffiffiffiffiffiffiffi

9:75
p

for

{I,Q}2{	1	3,	1	3}. This QAM constellation diagram ensures that the minimum separation be-

tween adjacent constellation points is 2, but the three optical power levels are 1.85Ps, 1.03Ps, and

0.103Ps, respectively, with Ps the average signal optical power.

In a transmission channel with additive white Gaussian noise (AWGN), the maximum achievable

spectral efficiency in terms of bit/s per Hz bandwidth is predicted by the well-known Shannon capacity

formula,

C¼ log2 1 + γsð Þ (10.5.2)

where

γs ¼
2 �OSNR

Be
(10.5.3)

represents optical SNR per symbol. Note that in the definition of OSNR in Eq. (8.3.8), we have used

ASE noise power spectral density ρASE which includes energy in both polarizations. While in the def-

inition ofOSNR per symbol in Eq. (10.5.2), only single polarized ASE noise is used, so that a factor 2 is
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introduced to maintain a self-consistency. For high-level modulation, each symbol carries more than

one bit so that we can also define OSNR per bit as

γb ¼
2 �OSNR

Be � log2 Mð Þ (10.5.4)

Although Eq. (10.5.2) provides an upper limit on the spectral efficiency, the actually achievable spec-

tral efficiency is dependent on the modulation format, as well as transmitter and receiver

configurations.
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Example constellation diagrams of (A) 16-PSK, (B) 16-QAM, and (C) QPSK.
It has been shown that forM-PSKmodulation with largeM and using coherent detection, the BER is

approximately (Ip et al., 2008; Proakis, 2001),

BERM�PSK � 1

log2 Mð Þerfc
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γb log2 Mð Þ

p
sin

π

M

� �n o
(10.5.5)

where, erfc is the complementary error function. For a special case of BPSK discussed in the last sec-

tion with M¼2, exact expression can be found as

BERBPSK ¼ 1

2
erfc

ffiffiffiffiffi
γb

p� �¼ 1

2
erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 �OSNR

Be

s( )
(10.5.6)

Using the Q-value definition in Eq. (8.1.14), this is equivalent to QBPSK ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
OSNR=Be

p
, which is in

agreement with Eq. (10.4.5). Note that the factor 1/log2(M) in Eq. (10.5.5) is only an approximation

which is good for large M values. For M¼2, this factor is 1/2 as shown in Eq. (10.5.6).

Increasing modulation level M will increase the required OSNR per bit γb to achieve the targeted

BER. Fig. 10.5.2A shows the required OSNR per bit for M-PSK modulated signal using coherent de-

tection for M varies from 2 to 128.

For M-QAM modulation with M�4 and coherent detection, the BER is approximately (Ip et al.,

2008; Proakis, 2001),

BERM�QAM � 2

log2 Mð Þ

ffiffiffiffiffi
M

p �1ffiffiffiffiffi
M

p
	 


erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3γb log2 Mð Þ
2 M�1ð Þ

s( )
(10.5.7)
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Required OSNR per bit as the function of modulation level M for PSK (A) and QAM (B) modulated optical signals.
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Fig. 10.5.2B shows the required OSNR per bit for M-QAM modulated optic system using coherent

detection where M varies from 2 to 128. Thanks to the utilization of both amplitude and phase in cod-

ing, QAM has less degradation of required OSNR-per-bit with the increase ofM in comparison to PSK

which only uses phase modulation.

Note that forM¼4, PSK and QAM have identical constellation diagram as shown in Fig. 10.5.1C,

known as QPSK, and their BER expressions are also identical, which is

BERQPSK ¼ 1

2
erfc

ffiffiffiffiffi
γb

p� �¼ 1

2
erfc

ffiffiffiffiffiffiffiffiffiffiffiffi
OSNR

Be

s( )
(10.5.8)
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In fact, QPSK is one of the most often used modulation formats in optical systems with coherent de-

tection. It has the same required OSNR per bit as BPSK, but has 2 bits per symbol so that the spectral

efficiency is doubled in comparison to BPSK.

QPSK can also be pre-coded into a differential format known as DQPSK in the similar way as the

conversion from BPSK to DPSK discussed in the last section. DQPSK can be considered as two parallel

streams of DPSK each carrying half of the total bit rate.

Fig. 10.5.3A shows the configuration of a DQPSK optical transmitter, in which the laser output is

equally split into two parts, and each part is modulated by an electro-optic phase modulator driven by a

pre-coded binary data sequence. Each binary data sequence has a symbol duration 2T so that the com-

bined data rate of the two channels is 1/T. The two BPSKmodulated optical signals are combined with a

relative phase shift π/2 so that one channel is in-phase and the other channel is quadrature. The cor-
responding constellation diagrams are shown in Fig. 10.5.3A before and after the phase shifted beam

combining. The DQPSK modulation can also be accomplished with a single I/Q electro-optic

modulator.

This DQPSK optical signal has the same constellation diagram as QPSK, so that it can be coherently

detected with the same performance as discussed in Eq. (10.5.8). Because of the differential coding,

DQPSK can also be detected by direct-detection without the need of an optical local oscillator. In the

direct detection receiver as shown in Fig. 10.5.3B, the received optical signal is equally split into two

branches. Each branch has aMZI with a differential delay of 2T between the two arms, which is equal to

the symbol time of each BPSK data stream. The optical transfer functions A and B before the two bal-

anced photodiodes are also illustrated in Fig. 10.5.3B. A π/2 optical phase shifter is added between

these two branches so that they detect the in-phase and the quadrature components of the phase mod-

ulated optical signal separately. If the optical system is limited by the OSNR due to signal-ASE beat

noise, the required OSNR per bit for the DQPSK system using direct detection is (Proakis, 1968; Ip

et al., 2008),

BERDQPSK ¼QM α, βð Þ�1

2
I0 αβð Þe�1

2
α2 + β2ð Þ (10.5.9)

where QM is the Marcum Q function, I0 is the modified Bessel function of the 0th order, and

α¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γb 1�

ffiffiffi
1

2

r !vuut (10.5.10)

and

β¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γb 1 +

ffiffiffi
1

2

r !vuut (10.5.11)

γb is the OSNR per bit as previously defined.

Fig. 10.5.4 compares the BER as the function of the normalized OSNR for QPSK with coherent

detection and DQPSK with direct detection based on double differential delay lines. Direct detection

receiver is simpler than coherent detection because no optical local oscillator is required, but the re-

quired OSNR is approximately 2.5dB worse.



6 8 10 12 14 16

10
–10

10
–8

10
–6

10
–4

10
–2

b (dB) 

B
E

R

QPSK coherent 
detection 

DQPSK direct 
detection 

g

FIG. 10.5.4

BER as the function of OSNR per bit for QPSK with coherent detection (dashed line) and DQPSK with direct

detection based on double differential delay lines (solid line).

470 CHAPTER 10 MODULATION FORMATS FOR OPTICAL COMMUNICATIONS
Error-vector-magnitude (EVM): For a system with intensity modulation, eye diagram is the most

useful technique to visualize the signal quality. Both binary and multilevel AM signals can be repre-

sented by their eye diagrams as discussed in Section 10.3. Signal eye-opening with the consideration of

both waveform distortion and random noise, as shown in Fig. 8.1.3, can also be used to quantify the

signal quality and to find the BER. On the other hand, for digital signals encoded in both the amplitude

and the phase of an optical carrier, constellation diagrams are often used to help estimate the signal

quality. By acquiring a large number of signal symbols, a constellation diagram can be used to predict

the SNR and BER. Error-vector-magnitude (EVM) is the most often used measure for the signal quality

of complex modulated digital signals.

Fig. 10.5.5 shows constellation diagrams of QPSK and 16-QAM signals, where Et,i is the transmit-

ted vector of the ith symbol, Er,i is the received vector of the ith symbol, and Eer,i is the difference
Et,i

Er,i

Eer,i

I 

Q 

Et,m

I 

Q 

(A) (B)

FIG. 10.5.5

Illustration of signal vector and vector errors in a QPSK (A) and a 16-QAM (B) constellation diagram.
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between the transmitted vector and the received vector of the ith symbol, which represents the error

vector. The magnitude square of this error vector is

Eer, ij j2 ¼ Er, i�Et, ij j2 (10.5.12)

The EVM is defined as the normalized root-mean-square of the error vector Eer,i of N random data

samples,

EVMRMS ¼ σerffiffiffiffiffi
P0

p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

Er, i�Et, ij j2

XN
i¼1

Et, ij j2

vuuuuuuut ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

Er, i�Et, ij j2

P0

vuuuut
(10.5.13)

where

σer ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

Er, i�Et, ij j2
vuut (10.5.14)

is the root-mean-square of the error vectors for all N samples, and P0 is the average power of all N
symbols used for the calculation, that is

P0 ¼ 1

N

XN
i¼1

Et, ij j2 (10.5.15)

Under the Gaussian noise assumption, EVM is related to the electrical-domain SNR by,

EVMRMS ¼
ffiffiffiffiffiffiffiffiffi
1

SNR

r
(10.5.16)

If we further use coherent detection as an example and assume that there is no waveform distortion, the

relationship between Q-value, SNR, and OSNR for QPSK is Q¼ 2
ffiffiffiffiffiffiffiffiffi
SNR

p ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
OSNR=Be

p
as indicated

by Eq. (10.5.8), and thus

EVMrms ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Be

OSNR

r
¼ 2

Q
(10.5.17)

The EVM defined by Eq. (10.5.13) is based on the assumption that the all the ideal (non-distorted) data

vectors are known, so that this definition is referred to as data-aided reception. But in some cases, the

position of each ideal constellation point is not known prior to the detection. In such cases the reference

position of each constellation point has to be estimated from the recovered data, which may not be

completely correct. This is referred to as the non-data-aided reception, and the EVM is related to

the SNR in a slightly different way (Mahmoud and Arslan, 2009):

EVMrms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

SNR
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
96

π M�1ð ÞSNR

s XffiffiffiMp �1

i¼1

γi exp �3β2i
SNR

2 M�1ð Þ
� �

+
12

M�1

XffiffiffiMp �1

i¼1

γiβierfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3β2i

SNR

2 M�1ð Þ

s" #vuut
(10.5.18)

where M is the level of QAM (M-QAM), γi ¼ 1� i=
ffiffiffiffiffi
M

p
, and βi¼2i�1.
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Constellation diagrams of QPSK signals with some phase noise (A) and intensity noise (B).
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Fig. 10.5.6 shows examples of constellation diagrams of QPSK and 16QAM with different EVM

values. Horizontal and vertical axes represent the in-phase and quadrature components of the signal. A

smaller EVM value corresponds to a better signal quality because the constellation points are more

clearly separated. The shapes of constellation clusters can also help find sources of signal degradation.

For example, the constellation diagram shown in Fig. 10.5.7A indicates impact of phase noise so that

constellation points are stretched in the circular direction.Whereas for the constellation diagram shown

in Fig. 10.5.7B, the impact of intensity noise is obvious, as constellation points are mostly stretched in

the radial direction.
10.6 ANALOG OPTICAL SYSTEMS AND RADIO OVER FIBER
Analog modulation has been traditionally used in cable TV (CATV) systems in which a large number

of TV channels are multiplexed together based on RF subcarrier multiplexing (Phillips and Darcie,

1997). In an analog lightwave system, the signals remain in the analog domain from the transmitter
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to the receiver which eliminates the need for analog to digital convertor (ADC) and digital to analog

converter (DAC), and the associated digitizing errors. Analog systems have obvious advantages for

signals with very high RF carrier frequencies but relatively narrow bandwidth. For example, to digitally

create an analog signal around 50-GHz carrier frequency based on a 16-bit DAC, the clock rate has to

be at least 100 GS/s and the bit rate has to be as high as 1.6Tb/s.

In recent years, microwave photonics and radio-over-fiber (RoF) have been widely adopted. Thanks

to the high frequency and wide bandwidth of optical signals and photonic techniques, microwave pho-

tonics is to use photonic techniques to generate, transmit, and process microwave and millimeter wave

signals. Microwave photonics has the potential to enable various functionalities and breakthrough lim-

itations that are not possible or too difficult to achieve with traditional RF and microwave techniques.

Photonic devices are also much smaller in footprints and consume less power than microwave devices.

While BER is the ultimate measure of transmission performance in a digital system, analog system

performance is measured by the carrier-to-noise ratio (CNR) and waveform distortion often quantified

by the harmonic power ratio. In this section we discuss unique properties of analog lightwave systems

including the definition and impact of CNR, inter-modulation distortion (IMD), and the impact of rel-

ative intensity noise (RIN).
10.6.1 ANALOG SUBCARRIER MULTIPLEXING AND OPTICAL SINGLE-SIDEBAND
MODULATION
In a digital system, digitized signal with discrete levels is converted from electric domain to optical

domain in the transmitter, and vice versa in the receiver. Linearity of the electrical-to-optic (E/O)

and optical-to-electrical (O/E) conversions is not the most important concern especially for binary

modulation with only two levels. On the other hand, analog modulation has much more stringent lin-

earity requirement, because analog signal are much more susceptible to even very subtle waveform

distortion. While digital modulation allows waveform reshaping and regeneration through decision cir-

cuits, analog signals cannot be easily reshaped.

An analog lightwave system usually uses frequency division multiplexing (FDM) in which multiple

narrow bandwidth channels are multiplexed in the frequency domain each with a different subcarrier

frequency as illustrated in Fig. 10.6.1, which is also often referred to as subcarrier-multiplexing (SCM).
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Block-diagram of analog system based on subcarrier multiplexing.
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In an analog SCM lightwave system, each analog signal channel ai(t) with i¼1, 2,…N, is first up-
converted to a subcarrier frequency fi, and then combined with other channels by an RF N�1 power

combiner. This composite RF signal is then converted into optical domain through an E/O converter,

which can be accomplished either by direct modulation on a laser diode, or through external electro-

optic modulation of a CW laser output. At the receiver side, the optical signal is first converted into the

electric domain through an O/E converter that can either be direct detection by a photodiode, or co-

herent detection in which the optical signal is mixed with a local oscillator. The recovered RF signal

is then split into N copies, and the signal carried on the ith subcarrier channel ai(t) is down-converted to
the baseband through mixing with an RF local oscillator of frequency fi. A low pass filter (LPF) is used

after the frequency down-conversion to remove the crosstalk from other channels.
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FIG. 10.6.2

Illustration of double-sideband SCM spectrum in the RF domain (A) and frequency up-converted version

in the optical domain (B).
The analog signal of each channel can be AM, frequency modulated, or phase modulated in the RF

domain (Way, 1999). Use AM as an example, the RF voltage signal can be expressed as,

V tð Þ¼V0 1 +
XN
i¼1

miai tð Þcos 2πfitð Þ
" #

(10.6.1)

where V0 is the average signal voltage andmi is the modulation index of the ith subcarrier channel at the
central frequency of fi, and N is the total number of subcarrier channels. This real voltage signal can be

decomposed into two sidebands as

V tð Þ¼V0 1 +
1

2

XN
i¼1

miai tð Þ � exp 2πfitð Þ+
XN
i¼1

miai tð Þ � exp �2πfitð Þ
" #( )

(10.6.2)

where the positive and the negative sidebands carry the same information ai(t). Through the E/O con-

version process, this composite RF signal is up-converted into the optical domain with a central optical

frequency f0 as illustrated in Fig. 10.6.2B. The bandwidth of the optical signal is approximately 2fN +BN

where BN is the FWHM spectral width of the Nth subcarrier channel.
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Considering the large number of subcarrier channels which can be used in a SCM lightwave system,

the frequency separation between the positive and the negative sidebands of each subcarrier channel 2fi
can be much higher than the actual spectral bandwidth Bi of that channel. Thus, SCM lightwave system

can be susceptive to dispersion of the optical fiber because the differential group delays caused by both

chromatic dispersion and PMD are proportional to 2fiwhich is much bigger than Bi. As the positive and

the negative sidebands carry redundant information, removing one of the sidebands should help im-

prove the spectral efficiency, and also increase the tolerance against chromatic dispersion and PMD.

Single-sideband modulation is equivalent to a Hilbert transform which can be accomplished by

mixing the voltage signal with both cos(2πf0t) and its 90 degree shifted version sin(2πf0t), and then

combine as shown in Fig. 10.6.3A, where f0 is the carrier frequency.
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FIG. 10.6.3

Block diagram to create single-sideband modulation with one sideband utilized (A) and with both sidebands

utilized to carry independent information (B).
Mathematically this results in a single sideband at the output of this mixing process,

VSSB tð Þ¼V0

2
1 +
XN
i¼1

miai tð Þcos 2πfitð Þ
" #

cos 2πf0tð Þ+ 1�
XN
i¼1

miai tð Þsin 2πfitð Þ
" #

sin 2πf0tð Þ
( )

¼V0 cos 2πf0t+ π=4ð Þ+
XN
i¼1

miai tð Þcos 2π fi + f0ð Þt½ �
( ) (10.6.3)

In this case, only the positive sideband in the spectrum remains while the negative sideband vanishes.

Fig. 10.6.4 shows the optical SSB spectrum of 4 subcarrier channels loaded onto the lower sideband of

an optical carrier with subcarrier frequencies of 3.6, 8.3, 13, and 18GHz. Each subcarrier channel is

modulated with a 2.5Gb/s binary NRZ data sequence. This spectrum was measured with a scanning

Fabry-Perot interferometer with 1GHz resolution bandwidth (Hui et al., 2002).

It is also possible to upload two independent groups of subcarrier channels, V1(t) and V2(t), onto the
positive sideband and the negative sideband of an optical carrier independently based on the config-

uration shown in Fig. 10.6.3B, where

V1 tð Þ¼V10 1 +
XN
i¼1

m1, ia1, i tð Þcos 2πfitð Þ
" #

(10.6.4)

and

V2 tð Þ¼V20 1 +
XN
i¼1

m2, ia2, i tð Þcos 2πfitð Þ
" #

(10.6.5)
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where a1,i(t) and a2,i(t) are signals of the ith subcarrier channels to be loaded onto the upper and lower
sidebands of the optical carrier, respectively. A 2�2 90° RF hybrid coupler is used in this configura-

tion, and the output optical signal has three parts: VSSB(t)¼VC+VUP(t)+VLP(t), where the upper side-
band is

VUP tð Þ¼V1,0

XN
i¼1

m1, ia1, i tð Þcos 2π fi + f0ð Þt½ � (10.6.6)

the lower sideband is

VLP tð Þ¼V2,0

XN
i¼1

m2, ia2, i tð Þsin 2π fi� f0ð Þt½ � (10.6.7)

and the optical carrier component is

VC ¼ V1,0 +V2,0ð Þcos 2πf0tð Þ (10.6.8)

Practically, optical single-sideband (SSB) modulation can be accomplished in the E/O conversion pro-

cess by using a dual-drive electro-opticMZM as shown in Fig. 7.2.1 in Chapter 7, where the first optical

beam splitter of the MZM creates 90 degree phase shift of the optical carrier at frequency f0, and the

mixing between RF signal and optical carrier happens at the two electrodes of the two MZM arms (Hui

et al., 2002). In order to allow two independent groups of subcarriers to be uploaded onto the upper and

the lower sidebands independently, Fig. 7.2.1 in Chapter 7 has to be modified by using a 2�2 90 degree

RF hybrid coupler as shown in Fig. 10.6.5. This ensures a 90 degree relative phase shift between the RF

signals v1(t) and v2(t) applied on the two MZM electrodes. Meanwhile there is also a 90 degree relative

phase shift between the two groups of RF subcarrier channels V1(t) and V2(t).
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Note that for optical SSB generated from a MZM biased at the quadrature point, there is a signif-

icant carrier component which is much bigger than the signal sidebands. This is mainly due to the small
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Block diagram of optical single-sideband modulation with both sidebands utilized to carry independent

information.
modulation index, mi, of each subcarrier channel to avoid the nonlinearity of modulation. This strong

carrier component can be reduced by narrowband optical filtering with a notch optical filter, or elim-

inated with a Sagnac loop as shown in Fig. 10.6.6A. A fiber Sagnac loop based on a 3-dB coupler has
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(A) Block diagram of optical SSB modulation with two independent RF signals V1(t) and V2(t) to be loaded

onto the lower and the upper bands of the optical carrier. An optical Sagnac loop is used to suppress the optical

carrier component. (B) Measured optical SSB spectra. Red: spectrum of V2(t) indicated by “Suppressed lower

SB”, brown: spectrum of V1(t) indicated by “Suppressed upper SB”, blue: residual optical carrier, and bold black:

composite optical spectrum.
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total reflection for the constant wave component as discussed in Chapter 6 (Example 6.2), which is the

optical carrier, but high-frequency components can pass through. Fig. 10.6.6B shows an example of

measured optical spectra with V1(t) loaded on the lower sideband and V2(t) loaded on the upper side-

band of an optical carrier, where V1(t) and V2(t) are two independent RF signals. In Fig. 10.6.6B, the

optical carrier component is suppressed and is more than 10dB lower than the two signal sidebands.

V1(t) and V2(t) can each carry a single channel or multiple subcarrier channels as shown in the inset of

Fig. 10.6.6A, where both V1(t) and V2(t) are composed of two independent subcarrier channels.

For the double-sideband optical spectra shown in Figs 10.6.5 and 10.6.6, a narrowband optical filter

has to be used in front of the receiver to separate the upper and the lower sidebands, so that they can be

detected separately. Otherwise, coherent detection I/Q detection can also be used to recover complex

optical field.
10.6.2 CARRIER-TO-SIGNAL RATIO, INTER-MODULATION DISTORTION AND CLIPPING
CNR vs. SNR: In high-speed digital modulation based on time division multiplexing, SNR at the re-

ceiver is commonly used which is defined as, SNR¼ Iave
2 /(ρnBe), where Iave

2 is the average signal electric

power which is the square of the average photocurrent, ρn is the noise power spectral density, and Be is

the electric bandwidth. Whereas for a SCM system with multiple subcarrier channels, SNR is not

enough to determine the signal quality of each subcarrier channel. In a SCM receiver, the composite

photocurrent signal, with N subcarrier channels, is

I tð Þ¼ I0 1 +
XN
i¼1

miai tð Þcos 2πfitð Þ
" #

(10.6.9)

where mi is the modulation index of the ith subcarrier with the normalized signal ai(t) and a RF sub-

carrier frequency fi. Let us still assume that the Gaussian noise power spectral density is ρn, the carrier-
to-noise ratio (CNR) of the ith subcarrier channel is defined as

CNRi ¼ m2
i I

2
0

2ρnBi
(10.6.10)

where mi
2I0
2/2 is the average signal power of the ith subcarrier channel, and ρnBi is the noise power

within the electric bandwidth Bi of that particular subcarrier channel. If only a single subcarrier channel

is used (N¼1), then CNR¼SNR. But in general with N>1, CNR is smaller than SNR because the re-

duction of modulation indexmi, which reduces the CNR. With the increase of the number of subcarrier

channels N, modulation index of each channel mi has to decrease accordingly to avoid clipping and

modulation nonlinearity.

Clipping: Use direct modulation on a laser diode as an example in a SCM transmitter as shown in

Fig. 10.6.7A, where Ith is the laser threshold current. For an ideally linear power-vs-current (PI) curve

of a laser diode operating above threshold, the electric current signal is linearly converted into an op-

tical signal. But the major concern is the clipping if the minimum signal electric current is lower than

the threshold current of the laser. For an analog signal with N subcarrier channels, and with a DC bias

current Ib on the laser diode, The driving current is

I tð Þ¼ Ith + Ib� Ithð Þ 1 +
XN
i¼1

miai tð Þcos 2πfitð Þ
" #

(10.6.11)
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and the normalized output optical power is

P tð Þ=Pb ¼ 1 +
XN
i¼1

miai tð Þcos 2πfitð Þ (10.6.12)

where Pb is the average optical signal power determined by the biasing current Ib. In order to avoid

clipping, (
P

i¼1
N mi)
1 has to be satisfied with a normalized signal jai(t)j
1. Thus the modulation in-

dex is inversely proportional to the number of subcarrier channels. If all channels have the same mod-

ulation index m, this limit becomes m
1/N. Then, based on Eq. (10.6.10), CNR is inversely

proportional to the square of the number of channels (CNR∝N�2). This CNR reduction can be signif-

icant when there is a large number of subcarrier channels, in which the composite signal has a very large

peak-to-average power ratio (PAPR). However, the probability for the instantaneous signal current in

Eq. (10.6.9) to reach the minimum value, which is �mN, is very small for a large number of non-

synchronized subcarrier channels. Therefore, practical system designs often use m
 ffiffiffiffi
N

p
as the limit

of clipping, which is a tradeoff between signal degradation due to clipping and the improvement of

CNR with a relaxed limit in the modulation index m.
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(A) Illustration of direct modulation through an ideal laser diode with linear transfer function above threshold.

(B) and (C) nonlinear transfer functions of laser diode and Mach-Zehnder modulator.
A more rigorous analysis on the impact of clipping has to consider the probability of clipping. As-

sume that all subcarrier channels have the same modulation index m, when the number of subcarrier

channels is large enough (N≫1), the probability distribution function (PDF) of the composite current

signal approaches Gaussian,
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PDF¼ 1

σ
ffiffiffiffiffi
2π

p exp
� x�1ð Þ2

2σ2

" #
(10.6.13)

where x¼PN
i¼1miai tð Þcos 2πfitð Þ is the normalized signal, and σ2¼Nm2/2 is the variance. The total

power that is clipped-off from the signal can be found from integration (Saleh, 1989),

Pclip ¼ Pb

σ
ffiffiffiffiffi
2π

p
Z0

�∞

x2 exp
� x�1ð Þ2

2σ2

" #
dx�Pb

ffiffiffi
2

π

r
σ5 exp

�1

2σ2

	 

(10.6.14)

Then an average carrier-to-clipping (CCL) ratio can be used to determine the clipping induced distor-

tion, which is defined as,

CCL¼Pbm
2=2

Pclip=N
�

ffiffiffi
π

2

r
σ�3 exp

1

2σ2

	 

(10.6.15)

where Pbm
2/2 is the signal average power per carrier and Pclip/N is the clipped power per channel

(Fig. 10.6.8).
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Analog waveform consisting of many subcarrier channels (left) and the Gaussian probability distribution

function (PDF).
In addition to clipping, nonlinear transfer function of EO conversion can also create waveform dis-

tortion with the increase of high-order harmonics. As illustrated in Fig. 10.6.7B and C, respectively,

nonlinear transfer function can be caused by saturation of laser diode PI curve at high power levels, or

by the nonlinear nature of a MZM-based external electro-optic modulator. A nonlinear transfer func-

tion can be expressed in a Taylor expansion around the bias point Ib, and the output optical power is

related to the input electric current I(t) (or voltage V(t) for MZM external modulator) as

P tð Þ¼Pb +
dP

dI
I� Ibð Þ + 1

2

d2P

dI2
I� Ibð Þ2 + 1

3!

d3P

dI3
I� Ibð Þ3 +… (10.6.16)

where the normalized multi-carrier electric driving signal is

I� Ibð Þ¼ I0
XN
i¼1

miai tð Þcos 2πfitð Þ (10.6.17)

with I0¼ Ib� Ith the normalized amplitude of the modulating current. An ideal linear transfer function

requires all the higher order derivatives such as d2P/dI2 and d3P/dI3 to be zero. Otherwise, waveform
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distortion may exist (Phillips et al., 1991). For each subcarrier channel, harmonic distortion can be cre-

ated through the generation of high-order harmonics by the nonlinear transfer function. When multiple

channels are considered, nonlinear mixing between different channels can also create inter-modulation

distortion, known as IMD.

For example if d2P/dI2 6¼0,
PN

i¼1miai tð Þcos 2πfitð Þ
h i2

will produce second-order mixing terms

among different subcarriers at frequencies (fi	 fj) with i, j¼1, 2, 3, …N. These new frequency com-

ponents can create significant crosstalk among subcarrier channels. Composite-second-order (CSO)

distortion of the ith channel is defined as

CSOi ¼ I20m
2
i =2X

P2nd fið Þ (10.6.18)

where (I0
2mi

2)/2 is the carrier power of the ith channel, and
P

P2nd(fi) is the summation of all second

order mixing products created at the frequency fi.

Similarly, if d3P/dI3 6¼0,
PN

i¼1miai tð Þcos 2πfitð Þ
h i3

can produce third-order mixing terms at

frequencies (fi	 fj	 fk) with i, j, k¼1, 2, 3, …N. Composite-triple-beat (CTB) is commonly used to

specify the distortion of the ith channel due to the third-order mixing, which is defined as

CTBi ¼ I20m
2
i

2
X

P3rd fið Þ (10.6.19)

where
P

P3rd(fi) is the summation of all third-order mixing products created at the frequency fi which
overlaps with the ith channel. Both CSO and CTB are important parameters in the specification of IMD

in a multi-carrier analog system.
10.6.3 IMPACT OF RELATIVE INTENSITY NOISE
In an analog system with large number of subcarrier channels, the modulation index of each subcarrier

has to be small enough to avoid clipping and other nonlinear effects, so that CNR is a major limiting

factor of system performance. For the composite signal optical power shown in Eq. (10.6.11), the pho-

tocurrent produced at the receiver is

i tð Þ¼ Ip 1 +
XN
i¼1

miai tð Þcos 2πfitð Þ
" #

(10.6.20)

where Ip¼ℜGPb is the average photocurrent with ℜ the responsivity of the photodiode, and G the

optical gain if an optical preamplifier is used before the photodiode (G ¼ 1 if without an optical pre-

amplifier). So that the mean square of the signal photocurrent of subcarrier channel k is

i2k
� �¼ 1

2
mkIp
� �2

(10.6.21)

The noise variance consists of a number of terms,

i2n
� �¼ σ2th + σ

2
sh + σ

2
S�ASE + σ

2
RIN (10.6.22)

where σth
2 , σsh

2 , and σS�ASE
2 represent variances of thermal noise, shot noise, and signal-ASE beat noise,

respectively defined in Eqs. (4.3.2) and (4.3.3), and Eq. (5.2.5). We have neglected dark current noise
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and ASE-ASE beat noise for simplicity, which are usually much smaller than other noise terms in a

practical system. σRIN
2 is the variance of RIN defined in Eq. (3.3.42). The RIN contribution to the noise

electric power spectral density σRIN
2 can be obtained from the RIN parameter of the laser, and the av-

erage signal electric power Ip
2 as

σ2RIN ¼RIN � I2pBe (10.6.23)

where RIN is the laser RIN parameter defined by Eq. (3.3.42) and we assume it is frequency indepen-

dent for simplicity, and Be, is the signal electric bandwidth. Thus, if the RIN parameter of the source is

known, the CNR of the kth subcarrier channel is

CNRk ¼
m2

kI
2
p=2

4kT

RL
+ 2qIp + 4ℜIpnsphv G�1ð Þ+RIN � I2p

� �
Be

(10.6.24)

where k is the Boltzmann’s constant, T is the absolute temperature, RL is the load resistance, q is the elec-
tron charge,ℜ is the responsivity of the photodiode, nsp is the noise coefficient andG is the gain of optical

preamplifier, hv is the photon energy,Be is the receiver electric bandwidth andBo is the optical bandwidth.

Fig. 10.6.9 shows the calculated CNR for a subcarrier channel Be¼100 MHz bandwidth. Other pa-

rameters are: mk¼1%, nsp¼1.58, G¼20dB, RL¼50Ω, T¼300K, ℜ¼0.85A/W, λ¼1550nm, and

RIN¼�130dB/Hz.
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CNR as the function of received signal optical power (Black solid line), and CNR limits due to different noise

sources.
When signal optical power is very low, thermal noise is the limiting factor. As indicated in

Eq. (10.6.24), under thermal noise limit (only considering thermal noise),

CNRthermal ¼
m2

kI
2
pRL

8kTBe
∝m2

kI
2
p (10.6.25)
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so that the CNRthermal vs Pb curve has a 20dB/decade slope. With the increase of the signal optical

power, signal-ASE noise becomes the limiting factor. Signal-ASE noise limited CNR is

CNRS�ASE ¼ m2
kIp

8ℜnsphv G�1ð ÞBe
∝m2

kIp (10.6.26)

The CNRS-ASEl vs. Pb curve also has a 20dB/decade slope. Shot noise is not a limiting factor in this

example because its value is always lower than the signal-ASE beat noise with the parameters we used.

In a receiver without an optical preamplifier, shot noise may become a limiting factor in a certain signal

power region.

Further increasing the signal power, CNR vs. Pb curve can be saturated by the RIN. In fact, RIN-
limited CNR (only consider σRIN

2 in the noise) is independent of the signal optical power,

CNRRIN ¼ m2
k

2RIN �Be
∝m2

k (10.6.27)

The increase of signal optical power can improve the CNR caused by all other noise sources except the

RIN. Therefore laser source with lowRIN is critical for subcarrier multiplexed analog systemswhen the

number of subcarrier channels is large and the modulation index m of each channel is small.
10.6.4 RADIO-OVER-FIBER TECHNOLOGY
In recent years rapid expansion of wireless communication systems and networks demand more and

more bandwidth to satisfy the fast growth of data traffic and diversified services. However, spectrum

resource in wireless domain is extremely precious because it has to be shared by many users for a large

variety of applications ranging from civilian to military. On the other hand, optical fiber as a wire line is

able to provide much broader spectral bandwidth, but less mobile compared to wireless communica-

tion. For high-speed and long-distance fiber communication networks, digital modulation formats are

usually used for the superior transmission performance compared to analog modulation, and a digital
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FIG. 10.6.10

Illustration of RoF network in which optical fibers are used to deliver high-frequency carriers from central office to

antenna towers.
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waveform has the ability of regenerating, reshaping, and retiming. But wireless communication uses

microwave carriers to deliver signals through antennas. In order to make full use of the spectrum re-

sources, high-frequency microwave carriers in multi-GHz range are more and more common, and

expanding to the millimeter-wave frequency region for 5-G wireless networks. With the frequency in-

crease of the microwave carriers, the coverage area of antenna will be reduced due to the increased

propagation loss, and therefore more antennas have to be deployed to ensure the service coverage.

Thus, antenna station has to be as simple as possible to reduce the network equipment cost and the

maintenance effort. Instead of generating the microwave carrier and performing frequency up-

conversion of the baseband signal at each antenna tower, it makes more economic sense to consolidate

these tasks in the central office and use optical fibers to deliver data-loaded microwave carriers to an-

tennas. Analog system is appropriate for this situation because the bandwidths of data channels are

usually much narrower in comparison to the frequency of the RF carrier. This type of systems using

fiber to deliver radio frequency carriers is commonly referred to radio over fiber (RoF) (Novak et al.,

2016), and a generic RoF network architecture is shown in Fig. 10.6.10.

Fig. 10.6.11 shows an example of bidirectional fiber link between a central office and an antenna

station. The downstream data is uploaded onto a microwave carrier at frequency fc through mixing with

an oscillator, and is then converted into the optical domain through an external electro-optic modulator

and a laser diode. The downstream signal may be composed of many low speed subcarrier channels

using bandwidth efficient modulation formats commonly used for wireless communications. An op-

tical circulator directs the downstream optical signal into the transmission fiber in the forward direc-

tion, and isolates it from the upstream optical signal propagating in the opposite direction. At the

antenna, the downstream optical signal is detected by a photodiode, and the electric signal is bandpass

amplified and directly fed to the antenna. Both the photodiode and the RF amplifier have to operate in

the frequency window around the RF carrier which can be up to 100GHz, but may only need less than

1GHz bandwidth to accommodate the wireless data traffic. The cost of this type of narrowband RF

amplifiers can be much lower than the broadband amplifiers commonly used in high-speed optical

transceivers which normally start from 100 kHz and requiring flat frequency response.
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Block diagram of a bidirectional fiber link between a central office and an antenna station.
The upstream traffic from wireless users back to the central office usually has lower data rate

compared to the downstream traffic. The upstream microwave signal picked up by the receiving

antenna is amplified and converted into optical domain through direct modulation on a laser diode.
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The wavelength of the upstream optical signal, λu, can be different from that of the downstream optical

signal λd, so that wavelength de-multiplexing can be used for the bidirectional fiber link and the optical

circulators can be replaced by WDM couplers in Fig. 10.6.11. After arriving to the central office, the

upstream optical signal is converted into an RF signal through direct detection by a photodiode. Then, it

is frequency down-converted to the baseband through mixing with an RF local oscillator.

The ability of delivering signals on high-frequency carriers directly to the antenna tower with min-

imum loss is a unique advantage of RoF system, which cannot be achieved by coaxial cables. This is

especially true when the carrier frequency is more than 50GHz and into the millimeter wave region.

Fig. 10.6.12 shows an example of generating ultrahigh-frequency RF carriers through heterodyne mix-

ing of two optical carriers. In this configuration, two laser diodes are used, emitting at wavelengths λ1
and λ2, respectively, corresponding to optical frequencies of f1 and f2. The optical output of one laser is
intensity modulated by the baseband electric signal through an external modulator before combining

with the other laser output and sent to the transmission fiber. These two optical carriers mix at a high-

speed photodiode, generating a heterodyne beating which creates a carrier at frequency f2� f1, and the
baseband electric signal is already loaded on this carrier through the external modulator in the central

office. A band-pass filter (BPF) selects the RF carrier frequency and feed it to the antenna after an RF

power amplifier. In the 1550-nm-wavelength window, 1-nm-wavelength separation between the two

lasers is equivalent to approximately 125-GHz frequency difference which determines the heterodyne

beating frequency f2� f1. But the limitation of this technique is eventually set by the response speed of

the photodiode which can approach 100GHz for narrowband applications.
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FIG. 10.6.12

Millimeter wave generation using optical heterodyne technique.
Because the frequency of the RF carrier fc in an RoF system is much higher than the bandwidth that

the signal occupies, chromatic dispersion tolerance is determined by the frequency separation between

the positive and the negative modulation sidebands, which is 2fc if double sideband modulation is used.

The differential group delay between the two sidebands is δt¼2fcDLλ
2/c, where D is the dispersion

parameter, L is the fiber length, λ is the center wavelength and c is the speed of light. If this differential
group delay reaches half-wavelength of the RF carrier, which is c/(2fc), carrier fading will happen. Thus
optical SSB modulation described in Section 10.6.1, has to be used to avoid carrier fading if the ac-

cumulated chromatic dispersion of the fiber, DL, is large enough.
Another challenge of RoF system is the signal dynamic range. Due to the nonlinearity of the PI curve

of laser diode, or the intrinsic nonlinear transfer function of an external electro-optic modulator described

in Fig. 10.6.7, high modulation index may create large harmonic distortion and IMD. On the other hand,

small modulation index will reduce CNR. Therefore the dynamic range of RoF signal is restricted by

these two limits. Spurious-free dynamic range (SFDR) is a system parameter that is defined as the



486 CHAPTER 10 MODULATION FORMATS FOR OPTICAL COMMUNICATIONS
difference between the minimum signal that can be detected above the noise floor and the maximum

signal that can be detected before reaching a specified distortion level. Various techniques have been

used to increase SFDR on RoF systems, such as feed-forward linearization and pre-distortion

(Yao, 2009).
10.7 OPTICAL SYSTEM LINK BUDGETING
Optical system design and specification require performance prediction through careful analysis based

on the characteristics of all components used in the system, which is known as link budgeting. For

signal optical power-limited optical systems, basic link budgeting of signal optical power limited op-

tical systems considers the receiver sensitivity, the optical power emitted from the transmitter, and the

total loss of the fiber system to find the system power margin. More sophisticated link budgeting has to

consider the impacts of fiber chromatic dispersion, PMD, nonlinearity effects, and the accumulated

amplified spontaneous emission (ASE) noise along the system if optical amplifiers are used.
10.7.1 POWER BUDGETING
In an optical system without inline optical amplifiers, receiver sensitivity is defined as the minimum

signal optical power at the receiver to obtain the specified BER, as has been discussed in Section 8.3. In

such a system, link budgeting is essentially a power budgeting to find the power margin between the

receiver sensitivity and the signal optical power that actually reaches the receiver.

Fig. 10.7.1 shows an example of an optical system consisting of an optical transmitter, and a direct

detection receiver. The fiber has five sections, linked together by four fiber connectors and three fiber

splices. There is also a fiber tap in the system which taps out a portion of the optical power for mon-

itoring purpose. Assume the signal optical power emitted by the transmitter is Ptx, and the loss of each

fiber section is αiLi where αi is the attenuation coefficient and Li is the length of the ith fiber section,

with i¼1, 2, 3, 4, 5. The loss of each fiber coupler is Ac, the loss of each fiber splice is As, and the loss of

the fiber tap is Atap. The signal optical power that reaches the receiver is then,

Ps ¼Ptx�
X5
i¼1

αiLi�4Ac�3As�Atap (10.7.1)

where the optical power is in dBm, and the losses of different components are all in dB. If the receiver

sensitivity is Psen, then the system power margin is Pmargin¼Ps�Psen which has to be positive for the

system to have a BER lower than the specified value. It is important to note that receiver sensitivity Psen
Connector Splicer Fiber spool Taper 

Transmitter Receiver 
1, L1 2, L2 3, L3 4, L4 5, L5a a a a a

FIG. 10.7.1

Example of an optical system with five fiber sections, four couplers, three splices, and one fiber tap.
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is determined by the target BER level of the receiver, which depends on the coding technique used in

the system. Traditionally, BER levels of 10�12–10�15 are required for most of the long-distance optical

transmission systems. With the advance of forward error correction (FEC) coding, the required pre-

FEC BER level can be much relaxed, to the level around 10�3 depending on the FEC coding strength.

This helps reducing the power level of Psen, and improving system power margin.

In the example shown in Fig. 10.7.1, assume attenuation coefficients of fiber sections are

α1¼0.22dB/km, α2¼0.25dB/km, α3¼0.21dB/km, α4¼0.28dB/km, α5¼0.27dB/km, fiber lengths

are L1¼2.2km, L2¼3.5km, L3¼15km, L4¼21km, and L5¼12km, loss of each connector is

Ac¼0.3dB, loss of each splice is As¼0.1dB, and the loss of the fiber tap is Atap¼1.5dB. The total

system loss is 16.63dB. If the transmitter power is Ptx¼2 mW, which is 3dBm, and the receiver sen-

sitivity is Psen¼�20dBm, the system margin is Pmargin¼6.37dB. This means that the system can tol-

erate an additional 6.37dB loss.

In practical system design, at least 3dB margin is usually reserved to ensure the reliability of the

system against unexpected events and system aging over the life time.
10.7.2 OSNR BUDGETING
In an optical system with multiple inline optical amplifiers, accumulated ASE noise along the link is

most likely the limiting factor of the transmission quality, and thus receiver sensitivity is no longer a

useful parameter to define the system performance as discussed in Section 8.3. For binary coded digital

systems, BER is determined by both random noise and mostly deterministic waveform distortion.

In a transmission system employing multiple inline optical amplifiers, signal-ASE beat noise is of-

ten the dominant noise source, so that the BER of the received signal is determined by the OSNR at the

receiver. Because of the statistical nature of the random noise, the relationship between the OSNR and

the electric noise variance after photodetection can be calculated analytically for the evaluation of the

Q-value and the BER.

On the other hand, waveform distortion can be caused by chromatic dispersion, PMD, self-phase

modulation (SPM), and multi-path interference, as well as inter channel crosstalk such as cross-phase

modulation (XPM) and four-wave mixing (FWM). All these effects are not completely random; instead

they are dependent on the signal waveforms, so that they are deterministic. The evaluation of eye-

closure penalty caused by waveform distortion is much more difficult, in comparison to the impact

of random noise, because of the variety of sources and different nature of their impact in the signal

waveforms. Numerical simulations, semi-analytic and analytic techniques described in Chapter 8

are often used to evaluate waveform distortions and the eye-closure penalty. Link budgeting has to

consider all possible sources of waveform distortion and find the overall impact in the eye-closure.

In the process of optical system design, it can also be beneficial to consider different sources of wave-

form distortion separately to identify major limiting factors, and to find most effective ways to improve

the system performance. After finding the eye-closure penalty for a specific system, OSNRmargin can

be obtained, which is the difference between the actual OSNR and the required OSNR for a target BER.

Fig. 10.7.2 shows an example of Q-value (A) and BER (B) as the function of OSNR for a system

with three different configurations and thus three different eye-closure penalties. The difference of eye-

closure penalties can be caused by different types of fibers, different signal optical power levels, or

different channel spacing in a WDM scenario. In order to achieve a BER of 10�15, or equivalently

Q¼8, the three system configurations require OSNR levels of 12, 15, and 18dB, respectively. Again,
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FIG. 10.7.2

An example of Q-value (A) and BER (B) as the function of OSNR for three different system configurations.

OSNR is defined with 0.1-nm resolution bandwidth for the noise spectral density.
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we emphasize that the unit of OSNR shown in Fig. 10.7.2 is [dB �0.1nm] because the optical noise

power spectral density is measured with 0.1-nm spectral resolution as usually used in industrial

R&D practice. If one wants to use [dB �Hz] as the unit, a conversion factor of 12.5�109 (or approx-

imately 101dB) has to be used when operating in the 1550-nm-wavelength window because 0.1nm is

equal to 12.5GHz.

With these BER vs. OSNR curves and the required OSNR values, it is straightforward to find the

OSNR margins if he system configuration is defined. For example, for a system with N amplified fiber

spans as shown in Fig. 10.7.3A assume that each fiber span has the same loss so that each EDFA has the

same optical gain, G, which exactly compensates for the fiber loss, the OSNR at the receiver is

OSNR¼ Pave

2nsp hc=λð Þ
XN
n¼1

Gi�1ð Þ
� Pave

F hc=λð ÞNG (10.7.2)

where Pave is the average signal optical power, nsp�F/2 is the noise parameter with F the noise

figure of each EDFA, h is the Planck’s constant, c is the speed of light and λ is the signal wavelength.
Assume EDFA has a noise figure of 5dB (F¼3.16) and the optical gain of each EDFA is G¼20dB

(compensates the loss of 80km fiber with 0.25dB/km attenuation parameter), average signal optical

power is Pave¼0dBm, and the signal wavelength is λ¼1550nm. OSNR is inversely proportional to

the number of spans as shown in Fig. 10.7.3B. If the system has 20 fiber spans for a total reach of

1600km, and if the required OSNR is 15dB [the black-solid line shown in Fig. 10.7.2(b)], the OSNR

margin will be 5dB.

As indicated in Eq. (8.3.11) in Chapter 8, for signal-ASE beat noise limited optical systems, the

required OSNR is inversely proportional to
ffiffiffi
A

p � ffiffiffi
B

p� �2
where A and B are upper and lower inner

levels of the normalized eye as defined by Fig. 8.2.2. Fig. 10.7.3C shows that the required OSNR
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increases as the decrease of A, with B¼0, 0.05 and 0.1. Every 3dB increase of the required OSNR will

approximately halve the maximum number of fiber spans. Therefore, compensating the impact of

waveform distortion caused by various sources is a major task in fiber optic system design.
10.8 SUMMARY
In this chapter we have discussed a number of modulation formats commonly used for optical com-

munication systems. Traditionally binary NRZ has been the most popular choice for high-speed optical

systems because it has relatively narrow spectral bandwidth and high tolerance to chromatic dispersion

of the fiber. The relatively narrow electric bandwidth also makes it easier for the design of transmitters

and the receivers. However, RZ coding has more concentrated signal peak power at the decision point

of each bit, which helps improving the receiver sensitivity. As dispersion compensation become readily

available, eye closure penalty due to chromatic dispersion can be largely removed, and RZ coding gen-

erally exhibits improved performance in dispersion compensated long-distance optical systems in com-

parison to NRZ.
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We have discussed the generation of pseudo-random bit sequence (PRBS) in this chapter. The pur-

pose of using PRBS is to mimic real data traffic as close as possible. The longest continuous bars and

spaces specify the lowest frequency component of the data traffic and also provide stretch test of clock

recovery circuit in the receiver.

In addition to binary modulation, we have also discussed phase correlated intensity modulation for-

mats such as M-ary, polybinary, duobinary, and CSRZ with the purposes of reducing the spectral band-

width and increasing the tolerance to chromatic dispersion in the fiber. In recent years, there is a

significant interest in the development of four-level pulse amplitude modulation known as PAM4

for short reach optical interconnection. In fact, this is just a specific case of M-ary discussed in

Section 10.3.1 with M¼4.

Basic optical phase modulation formats such as BPSK and DPSK are introduced in Section 10.4.

While BPSK requires coherent detection, DPSK can be received by both coherent detection and direct

detection. Coherent detection helps improving the receiver sensitivity, but direct detection without the

need of an optical local oscillator can be much simpler, and the receiver sensitivity can be improved by

employing an optical pre-amplifier in the receiver. Multilevel phase shift keying (PSK) modulation and

complex optical field modulation such as QAM, help further increase optical spectral efficiency, which

are now quite commonly used for high capacity optical transmission with dense WDM. Similar to eye

diagrams used for AM optical signals, constellation diagrams are used to evaluate the performance of

complex modulated optical signals to display both amplitude and phase information of the recovered

signal. A more quantitative measure of signal quality from a constellation diagram is the error victor

magnitude (EVM) which is a good indication of BER.

Beside digital modulation, we also discussed analog modulated optical systems, which have been

traditionally used for CATV, and are now more and more used to support wireless communication net-

works. RoF helps the delivery of high-frequency RF signals between central offices and wireless an-

tenna towers. While BER is the ultimate measure of digital transmission system quality, CNR and

linearity are most relevant quality measures of analog systems. Especially, the impacts of high-order

harmonics and RIN on the performance of analog systems are discussed.

Finally, optical system link budgeting has been discussed in Section 10.7, which is one of the most

important aspects of optical system design and engineering. In order to achieve the targeted system

performance, in terms of BER for digital systems and CNR for analog systems, the required minimum

signal optical power at the receiver is defined as the receiver sensitivity if the system is signal power

limited. For optical systems employing multiple in-line optical amplifiers, required-OSNR will be a

more appropriate criterion for link budgeting. Link budgeting is a comprehensive task which has to

consider the level of optical signal as well as all possible mechanisms of performance degradation in-

cluding noise and waveform distortion.
PROBLEMS
1. For a binary modulated NRZ signal, an isolated digital “1” is a square wave with a width T¼1/B,

with B the data rate.
(a) What is the FWHM width of the power spectral density of this pulse? (use B as a variable)

(b) If the coding is RZ with T¼0.5/B, what is the FWHM width of the power spectral density of

this pulse?
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2. To obtain Eq. (8.2.10) in Chapter 8, NRZ was considered.
(a) What will be the corresponding Q equation for RZ waveform assuming A¼1 and B¼0 (no

waveform distortion)?

(b) If the system only has signal-dependent noise, what will be theQ-value improvement (in dB) of

RZ in comparison with NRZ?
3. For a 10Gb/s binary PRBS, in order for the lowest frequency component to be lower than 50kHz,

what should be the lowest sequence length?
0 

x1 

x2 

1 
For an M-ary with M¼4, if signal-dependent noise is the dominant noise source in the
4.
receiver, please find the eye levels x1 and x1 which would make all three eyes to have equal

sensitivity.

5. Convert a binary data sequence ak¼ [0, 1, 1, 1, 0, 0, 1, 0, 1, 0, 1, 1, 1, 0, 0, 1, 0, 1, 1, 0] into a

polybinary sequence for M¼4. Write sequences of bk and ck, respectively, with k¼1, 2, …20.

(note: use b1¼b2¼0 as the initial bits).

6. Convert a binary data sequence ak ¼ [0, 1, 1, 1, 0, 0, 1, 0, 1, 0, 1, 1, 1, 0, 0, 1, 0, 1, 1, 0] into a dual-

binary sequences which has 3 levels [0, 1, 2]. Realign these 3 levels to [�1, 0, 1] and square the

waveform, show that this is the same as the original binary waveform (may also be completely

flipped: 0!1 and 1!0)

7. Consider a 40Gb/s data sequence of ak ¼ [0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1] shown in

the figure. If duo-binary coding is applied, please draw the waveform of ck. What is the fundamental

frequency of ck?
ak 

T 

bk–1  
bk 
1   0   1    0   1   0   1   0   1    0   1   0   1   0   1 
ak

t 
ck

t 

1 

0 

0 

1 

2 
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8. Use Matlab to create a binary bit sequence of 40Gb/s, and convert it to duo-binary bit sequence.

Plot the power spectra of both binary and duo-binary sequences at the same bit rate (40Gb/s)

similar to that in Fig. 10.3.7.

9. Consider an optically amplified fiber link operating in the C-band (1550nm wavelength). At the

receiver, OSNR¼7.8dB was measured with an optical spectrum analyzer with resolution

bandwidth (RBW) of 0.1nm. The optical signal carries 10Gb/s BPSK data, and the receiver

employs a balanced optical homodyne detection scheme with an electric bandwidth of 8GHz.

Assume that there is no waveform distortion, and LO-ASE beat noise is the only noise source of

concern,
(a) What is the expected BER?

(b) If the receiver electric bandwidth is doubled to 16GHz, what is the BER?

(c) Discuss why increasing receiver bandwidth in this case degraded BER performance.
10. BER test of a 40Gb/s optical link has being running for 6 h without any error detected.
(a) What is the least expectation that can be made for the BER of this system?

(b) In this system the signal is DPSK modulated and the receiver is direct-detection with a

Mach-Zehnder interferometer as shown in Fig. 10.4.3A, and the receiver electric bandwidth

is Be¼32GHz. What would be the OSNR (reference to 0.1nm resolution bandwidth) of the

received optical signal if the BER is 10�12? (Only consider signal-ASE beat noise and

neglect waveform distortion.)
11. Based on the Shannon capacity formula in Eq. (10.5.2), for a spectral efficiency of 1 bit/Hz, what

are the BER values of M-QAM with M¼4, 16, 64, and 128?

12. Consider a 1550-nm subcarrier multiplexed system using standard single mode fiber with 16ps/

nm/km chromatic dispersion, for a subcarrier frequency of 20GHz which carries 1Gb/s binary

signal,
(a) if optical double-sideband modulation is used, what is the fiber length for carrier fading for

direct detection?

(b) discuss the benefit of using optical SSB.
13. Based on configuration shown in Fig. 10.6.3A, create an OSSB subcarrier signal with two

independent 1Gb/s binary pseudorandom data sequences carried on subcarriers at 5 and 8GHz.

Please plot the OSSB spectrum.

14. In an analog AM subcarrier multiplexed optical system using a directly modulated laser diode

emitting at 1550nm. The number of SCM channels is 50. The laser threshold current is 10mA

and is biased at 30mA.
(a) In order to avoid clipping, what is the maximum modulation index and the maximum AC

modulation current (peak-to-peak) of each channel (assuming the same modulation index

for all the channels)

(b) If the modulation current of each channel is 2mA, what is the clipping probability?
15. For a simple SCM system with only 3 subcarrier channels, and the normalized modulating

current is: I tð Þ¼ 1 +
P3

i¼1mcos 2πfitð Þ
h i

with at f1¼1GHz, f2¼2GHz and f3¼3GHz, and

modulation indexm¼0.3. If the P-I curve of the modulator has dP/dI¼1 and d2P/dI2¼0.1, what

is the composite-second-order (CSO) distortion of the middle channel at 2GHz?
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16. Consider an analog AM subcarrier multiplexed optical system with 20 subcarrier channels, and

the laser relative intensity noise (RIN) is �150dB/Hz. In the receiver, the load resistance is

RL¼50Ω, the temperature is T¼300K, the electric bandwidth of each channel is 6MHz, and the

photodiode responsivity is 1A/W.
(a) Assume the modulation index of each channel is m¼1/20 to avoid clipping, if we only

consider thermal noise and RIN noise at the receiver, what is the minimum signal optical

power required at the receiver to achieve a CNR of 50dB?

(b) Repeat (a) but with laser RIN of �130dB/Hz. In this case, what is the maximum

achievable CNR?
17. Consider an analog AM subcarrier multiplexed optical system with 100 subcarrier channels each

with Be¼5 MHz electric bandwidth, and the laser relative intensity noise (RIN) is �150dB/Hz.

Assume the receiver CNR is only determined by the RIN.
(a) what is the optimummodulation indexm at which the average carrier-to-clipping (CCL) ratio

is equal to the CNR? (can be solved numerically).

(b) at the optimum modulation index m what is the CNR value?
18. For a broadcasting optical system shown in the following figure, a 1�4 fiber coupler is

used to split optical power into 4 output ports with intrinsic splitting loss of 6- and 0.5-dB

excess insertion loss. Each connector has 0.2dB loss. Attenuation parameter of optical fiber is

0.22dB/km. All receivers have the same sensitivity of �30dBm. If at least 3-dB power margin is

needed,
(a) what should be the signal optical power at the output of the transmitter?

(b) at this transmitter power, what is the power margin of each receiver?
Connector

Tx
1×4 

Rx1 

Rx2 

Rx3 

Rx4 

15km

9km

7km

2km

4km

19. Consider a 40-Gb/s QPSK modulated system operating in 1550-nm-wavelength window over

2000km fiber with 0.22-dB/km loss coefficient and Be¼15-GHz receiver bandwidth. There are

20 EDFAs used in the system to compensate the loss of the fiber, and EDFA spacing is 100km as

shown in the following figure. Assume EDFA noise figure is 6dB, there is no waveform distortion,

signal optical power at each EDFA output is 0dBm, and the required BER in the receiver is 10�4.

What is the OSNR margin of this system?
EDFA EDFA 
50km 

Rx Tx EDFA 
50km OSNR 
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20. Repeat problem 19 for the same data rate of 40Gb/s. Please find OSNR margins if 16-QAM

and 64-QAM are used. (assume the receiver bandwidth Be is equal to 0.75 times

symbol rate).
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INTRODUCTION
The major advantage of fiber-optic communication is based on the utilization of the extremely wide

spectral bandwidth and low loss of the optical fiber. Other advantages, in comparison to coaxial cables

and twisted wires, also include lightweight and small size of the optical fiber, as well as high security of

communication against electromagnetic interference and interception. With the introduction of in-line

optical amplification, the wavelength-division multiplexing (WDM) technology for multiwavelength

operation, and the bandwidth increase of each wavelength channel through high speed modulation,

adversary effects such as chromatic dispersion, polarization mode dispersion (PMD), and fiber nonli-

nearity become more and more pronounced, which can severely limit the system performance.

The strategy of shifting signal processing tasks from the electric domain to the optical domain has

been pursued for many years to improve the system performance. All-optical communication network-

ing was once considered an ultimate goal of the optical communications industry. A number of optical

domain processing techniques have been demonstrated, such as chromatic dispersion compensation

module (DCM) based on the normal dispersion fiber or fiber Bragg gratings, PMD compensation tech-

niques based on the adaptive optics techniques, all-optical wavelength conversion, and packet
ction to Fiber-Optic Communications. https://doi.org/10.1016/B978-0-12-805345-4.00011-1
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switching based on the nonlinear optics and semiconductor optical amplifiers. Some of these tech-

niques have been successfully applied in commercial optical systems and networks.

On the other hand, the processing speed of digital electronics has been increased dramatically over

the last three decades. As the Moore’s law predicted that the number of transistors in CMOS-integrated

circuits doubles approximately every 2 years, the processing speed of CMOS electronic circuits follows

the same basic rule as well. Cost and power consumption per digital operation have also been reduced

considerably. This provided an opportunity for the fiber-optic communications industry to reexamine

its strategy by taking advantage of the available high-speed CMOS digital electronic technologies. In

fact, some of the optical domain functionalities in fiber-optic communication networks have been

shifted back to the electronic domain in the recent years, which provided much improved capability

and flexibility. For example, electronic domain dispersion compensation and PMD compensation have

been implemented in high-speed coherent optical transmission systems with unprecedented perfor-

mance improvement (Roberts et al., 2009). In this chapter, we discuss the enabling technologies, con-

figurations, and performance of high-speed optical systems utilizing electronic domain digital signal

processing (DSP).
11.1 ENABLING TECHNOLOGIES FOR DSP-BASED OPTICAL TRANSMISSION
In optical communication systems, both WDM and time-division multiplexing (TDM) are commonly

used to maximize the transmission capacity. The trade-off between WDM and TDM has enabled the

full use of the wide low-loss spectral window of the optical fiber to achieve high transmission capacity

while accommodating the use of electronic circuits operating at relatively low speed. Use commercial

synchronous optical networking (SONET) optical network as an example, data rate per wavelength

channel has been increased from 2.5Gb/s (OC48) to 10Gb/s (OC192), and 40Gb/s (OC768) over

the past two decades. In all, 100 and 400Gb/s per wavelength optical transmission and switching equip-

ments are on their way to becoming new industrial standards. With the per-wavelength capacity in-

crease, tolerance to degradation effects, such as chromatic dispersion and PMD, reduces

significantly, and compensation of these effects has to be made more and more precise. Use chromatic

dispersion as an example: with the increase of per-channel data rate, the differential group delay within

a wavelength channel increases because of the increased spectral bandwidth. At the same time, the

tolerance to the differential group delay decreases because the temporal pulse width of each data sym-

bol decreases. Thus, the system tolerance to uncompensated chromatic dispersion is inversely propor-

tional to the square of the symbol rate. From this point of view, by increasing the symbol rate from 10 to

40Gbaud/s, the system would become approximately 16 times more vulnerable to uncompensated

chromatic dispersion. Furthermore, for a dynamically switchable optical network, distances and rout-

ing paths between the transmitter and the receiver can be switched according to the network status and

traffic dynamics, so that precise compensation of accumulated chromatic dispersion, PMD, and other

effects can become extremely challenging.

The electronic domain compensation of various degradation effects for a high-speed optical system

is enabled by two key technologies, namely coherent detection, and advanced DSP algorithms based on

the high-speed CMOS digital electronic circuits. As the major impact of chromatic dispersion and PMD

is the introduction of differential group delays between frequency components and polarization modes

of the optical field, compensation has to be performed on the signal optical field instead of the signal
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optical power. In a traditional optical system based on the direct detection, signal optical phase infor-

mation is not preserved in the square-law detection process of the photodiode (PD) in the receiver. On

the other hand, for a coherent optical receiver, the signal optical field is linearly downshifted to the

electric domain through mixing with an optical local oscillator (LO), in which the LO acts as a fre-

quency or phase reference. In the electronic circuit following the coherent detection, a frequency-

dependent differential group delay can be introduced either through a radio frequency (RF) circuit

or through a digital filter. While it is not easy to dynamically adjust the dispersion introduced by

an RF circuit, the complex transfer functions of digital filters can be realized and dynamically con-

trolled through relatively simple DSP algorithms. In order for DSP algorithms to be applied,

analog-to-digital convertor (ADC) and digital-to-analog convertor (DAC) are required to make con-

versions between analog and digital domains. With the rapid advance of silicon CMOS technology,

ADC and DAC operating at >50GS/s sampling rate are now commercially available.

Practical application of coherent detection, as one of the enabling technologies, is made possible by

the availability of low-cost and low-phase-noise tunable diode lasers, and 90 degree optical hybrid cou-

plers based on the integrated photonic circuits. High-speed ADC/DAC and DSP capability is another

major enabling technology for electronic domain processing of optical systems and networks which

was not conceivable even a decade ago.

Optical transmission systems based on the electronic domain DSP allows the use of bandwidth ef-

ficient modulation formats such as orthogonal frequency-division multiplexing (OFDM) normally

used for wireless communications (Shieh and Djordjevic, 2010; Goodsmith, 2005). Based on the or-

thogonal data encoding of adjacent channels, controlled spectral overlapping between them is allowed

and no spectral guard band is necessary. This can significantly increase the spectral efficiency com-

pared to a conventional WDM system, or an analog subcarrier multiplexed system.
11.2 ELECTRONIC-DOMAIN COMPENSATION OF TRANSMISSION
IMPAIRMENTS
In traditional optical transmission systems based on the direct detection, dispersion compensation has

to be accomplished in the optical domain through DCMs implemented in the system. PMD compen-

sation has also been demonstrated through adaptive polarization tracking and compensation techniques

in the optical domain. The accuracy requirements of both chromatic dispersion compensation and PMD

compensation become extremely stringent as the data rate per wavelength channel increases beyond

40Gb/s. Coherent detection and high-speed digital electronic circuits enabled chromatic dispersion

compensation and PMD compensation in the electrical domain. As both of these two effects are linear

processes, digital filtering can be effective for their compensation.

Fig. 11.2.1 shows the block diagram of a polarization-division multiplexed (PDM) coherent detec-

tion receiver with electronic domain compensation of chromatic dispersion and PMD (Roberts et al.,

2009). In this configuration, a coherent I/Q receiver is used with the capability of both optical phase

diversity and polarization de-multiplexing as discussed in Chapter 9. In a PDM coherent optical trans-

mission system, the two optical channels are orthogonally polarized at the output of the transmitter with

AxI, AxQ, AyI, and AyQ, representing the in-phase (I) and the quadrature (Q) components of the complex

optical field of the x- and the y-polarized channels, respectively. After transmitting over a long optical

fiber, both the originally x- and y-polarized channels experience random state-of polarization (SOP)



FIG. 11.2.1

Block diagram of a coherent receiver with electronic domain compensation of chromatic dispersion and PMD.
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rotation and mode coupling between them through the random birefringence of the fiber. Thus, the

complex optical field vector can be randomly oriented at the receiver. In Fig. 11.2.1, vxI, vxQ, vyI,
and vyQ are the photo-detected I- and Q-components of the x- and y-polarized signal optical fields, re-

spectively, at the input of the coherent I/Q receiver, which in principle are not the same as AxI, AxQ, AyI,

and AyQ because of the impact of both chromatic dispersion and PMD. The job of DSP in the receiver is

to undo the birefringence and chromatic dispersion introduced by the transmission fiber. As both chro-

matic dispersion and PMD are linear processes, they can be compensated independently. In the follow-

ing, we separately discuss chromatic dispersion compensation and PMD compensation.
11.2.1 DISPERSION COMPENSATION
First, let us neglect the birefringence of the fiber and only consider the x-polarized optical field com-

ponent, and also assume that the optical LO is ideal without any phase noise. Here, we have assumed

that the impact of chromatic dispersion is the same also for the y-polarized component, which is valid

because the differential delays between the x- and the y-polarized components caused by fiber birefrin-

gence is much less than their common propagation delay of the fiber. Based on Eqs. (9.4.19) and

(9.4.20), vxI¼ξAs(t) cos(ωIFt+ϕs), and vxQ¼ξAs(t) sin(ωIFt+ϕs), where As(t) is the amplitude and

ϕs is the phase of the optical signal, and ωIF is the intermediate frequency (IF). ξ is a proportionality
constant determined by PD responsivity, the trans-impedance amplifier (TIA) gain, and the power of

the optical LO. If we further assume a coherent homodyne detection so that ωIF¼0, we can have

vx tð Þ¼ vxI + jvxQ ¼ ξAs tð Þejφs tð Þ (11.2.1)

which recreates the complex field of the optical signal in the electric domain.

Both vxI and vxQ have to be first digitized before been sent to the digital circuits to perform DSP on

vx(t) and to obtain the digital output xp as shown in Fig. 11.2.1. As has been discussed in Chapter 2,

Eq. (2.6.6), the complex field transfer function due to fiber chromatic dispersion is an all-pass filter is

H ω, Lð Þ¼
eA ω, Lð Þ
eA ω, 0ð Þ ¼ exp �j

ω2

2
β2L

� �
(11.2.2)



50111.2 ELECTRONIC-DOMAIN COMPENSATION
where eA ω, 0ð Þ and eA ω, Lð Þ are complex optical fields at the input and the output of the fiber. β2 is
the chromatic dispersion coefficient of the fiber and L is the fiber length. Eq. (11.2.2) can also be

expressed as

H ω, Lð Þ¼ exp j
λ2ω2D

4πc
L

� �
(11.2.3)

where D¼ �2πcβ2/λ
2 is the dispersion parameter of the fiber and λ is the signal center wavelength.

In order to remove the impact of chromatic dispersion, the DSP circuit has to provide an all-pass

filter transfer function G(ω,L)¼ [H(ω,L)]�1, which is

G ω, Lð Þ¼ exp �j
λ2ω2D

4πc
L

� �
(11.2.4)

so that G(ω,L)H(ω,L)¼1. Instead of performing this operation in the frequency domain, which would

require Fourier transforming vx(t) into frequency domain and multiplying it with the frequency-domain

transfer function (11.2.4), a finite impulse response (FIR) digital filter can be used to perform this op-

eration directly in the time domain. To do this, the desired all-pass filter transfer function of Eq. (11.2.4)

can be converted into the time domain through an inverse Fourier transform, which is

g t, Lð Þ¼F�1 G ω, Lð Þ½ � ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
c

jλ2DL

r
exp j

πc

λ2DL
t2

� �
(11.2.5)

where F�1 represents inverse Fourier transform.
FIG. 11.2.2

Block diagram of a FIR filter based on themultiple tapped delay lines. T is a unit delay which is the sampling period

and bk (k¼1, 2, …N) is the weight factor after the kth delay line.
This time-domain transfer function can be realized by a digital FIR filter based on the tapped delay

lines as shown in Fig. 11.2.2, where vx[n] is the nth discrete sample of the input signal, and the filter

output xp[n] is computed as a weighted finite-term sum of past, present, and future values of the filter

input. Thus, the filter output is related to the input by xp n½ � ¼PN=2
k¼�N=2bk � vx n� k½ �, with bk the weight

of each tap. Without getting into details of FIR filter design, which is outside the scope of this book, the

following equation gives the weight of each tap (Roberts et al., 2009):

bk ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
cT2

jλ2DL

s
exp j

πc

λ2DL
T2k2

� �
with� N

2

� �
� k� N

2

� �
(11.2.6)

where bxc represents the integer part of x rounded toward �∞.

When the input to the FIR filter is an impulse, that is, vx(0)¼1 and vx(n�k)¼0 for n 6¼k, the im-

pulse response of the FIR filter is equal to the coefficient bk. Fig. 11.2.3A shows the real (black open

circles) and the imaginary (red squares) parts of the impulse response of an FIR filter as the function of
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the normalized time. This filter is designed to compensate the accumulated chromatic dispersion of

D �L¼27, 200ps/nm. Consider a standard single-mode fiber (SMF) with dispersion parameter

D¼17ps/nm/km, this accumulated dispersion corresponds to a fiber length of L¼1600km.

Fig. 11.2.3B shows the phase of the impulse response as the function of the normalized time. Solid

lines in Fig. 11.2.3 shows T �g(t,L) with g(t,L) obtained from Eq. (11.2.5) analytically, while open dots

were impulse responses obtained with an FIR filter using weight coefficients of Eq. (11.2.6) with the

filter order of N¼174.
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Real (black) and imaginary (red) parts (A) and the phase (B) of the impulse response as the function of the

normalized time. Solid lines were obtained by Eq. (11.2.5) and open dots were obtained by an FIR filter using

weight coefficients of Eq. (11.2.6) with the filter order of N¼174.
It is also important to point out that the unit delay time T of the FIR filter represents the time sampling

interval so that theNyquist frequency is fn¼1/(2T). Since the impulse response of the FIR filter shown in

Eq. (11.2.5) has a time-dependent phase ϕ(t)¼πct2/(λ2DL), the corresponding frequency shift is

f ¼ 1

2π

dϕ tð Þ
dt

¼ ct

λ2DL
(11.2.7)

In order to avoid spectral aliasing, this frequency shift cannot exceed the Nyquist frequency fn, that is,

ct

λ2DL

����
����� 1

2T
(11.2.8)
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This sets the maximum truncation time window for the signal,

� λ2DL
�� ��
2cT

� t� λ2DL
�� ��
2cT

(11.2.9)

As the sampling interval is T, the maximum allowed truncation window determined by Eq. (11.2.9)

limits the maximum number of taps of the FIR filter as

Nmax ¼ 2
λ2DL

2cT2

� �
+ 1 (11.2.10)

For the example of impulse response shown in Fig. 11.2.3 with the accumulated dispersion of

D �L¼27, 200ps/nm in the 1550-nmwavelength window, and assume T¼50ps (for 10Gbaud/s symbol

rate with two samples per symbol), the filter order should be no more than 174. This provides the de-

sired dispersion compensation within a frequency range of �1/(2T)� f�1/(2T). In practice, the num-

ber of taps used for the FIR filter is often less than the maximum value to reduce the complexity of the

digital circuit. As the result, the dispersion value created by the digital circuit will be in a reduced spec-

tral window of less than 1/T.
It is also important to note that the FIR filter for dispersion compensation is a phase-only all-pass

filter, and a low-pass filter (LPF) has to be superimposed to suppress the high-frequency components,

which limits the signal spectrum within �1/(2T)� f�1/(2T). Because chromatic dispersion in a fiber

system is relatively stable after the fiber length is determined, FIR filter in the DSP circuit does not have

to change dynamically unless the fiber length is dynamically switched.

In addition to dispersion compensation performed in the receiver as described in Fig. 11.2.1 which

is known as post-compensation, digital compensation can also be performed in the transmitter, known

as pre-compensation as schematically shown in Fig. 11.2.4. In this transmitter, digital signal to be trans-

mitted is pre-distorted through DSP and converted to the analog domain by a pair of DAC. These elec-

tric domain analog signals are amplified and converted into an optical signal through an electro-optic

modulator (EOM). Based on an I/Q modulator with the functionality discussed in Section 7.3, the volt-

age signal waveforms v1(t) and v2(t) can be linearly translated into the in-phase (I) and the quadrature

(Q) components of the modulated complex optical field.
FIG. 11.2.4

Block diagram of an optical transmitter with the capability of digital electronic domain pre-compensation.
When the accumulated dispersion along the fiber link is known, the transfer function of the fiber can

be predicted by Eq. (11.2.3) which is deterministic. Electronic domain pre-compensation (McNicol

et al., 2005) is performed by generating two arbitrary waveforms which are pre-distorted versions

of the real and the imaginary parts of the optical field by taking into account the dispersion effect
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of the fiber based on Eq. (11.2.4). Fig. 11.2.5 shows an example of transmitted and received waveforms

of a 10Gb/s binary nonreturn-to-zero (NRZ)-modulated optical system over 1600km standard SMF

with an accumulated chromatic dispersion of 27,200ps/nm. Fig. 11.2.5A shows the real (solid line)

and the imaginary (dotted line) parts of the signal optical field generated by the optical transmitter.

Fig. 11.2.5B shows the normalized signal optical power emitted by the transmitter, which is severely

distorted. Fig. 11.2.5C is the waveform obtained at the direct-detection optical receiver, which turns out

to be an ideal waveform which has a completely opened eye diagram. There is no need of optical do-

main dispersion compensation.
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FIG. 11.2.5

(A) Real (solid line) and imaginary (dotted line) of the optical field created by the transmitter, (B) normalized

optical power generated by the transmitter, and (C) normalized amplitude waveform obtained at the receiver.
In fact, if all parameters of an optical system are known, electronic domain digital pre-

compensation can compensate the impacts of both chromatic dispersion and self-phase modulation

(SPM) (Roberts et al., 2006). This can be done by obtaining the required pre-distortion transfer function

through a numerical simulation based on the split-step Fourier method (SSFM) as discussed in
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Section 8.5.2. The only difference is that this SSFM has to be performed in the reverse direction (neg-

ative z) along the fiber and with the sign of chromatic dispersion reversed. In this way, with the desired

ideal waveform at the receiver, a distorted complex waveform can be calculated for the transmitter.

This “distorted” complex arbitrary waveform can be generated by the optical transmitter which is

equipped with high-speed DSP, DAC, and complex optical field modulation capabilities. Propagating

this distorted optical waveform along the fiber to the receiver, the impacts of both chromatic dispersion

and SPM are reversed so that an ideal waveform is recreated at the receiver.

The disadvantage of transmitter-side digital pre-compensation, in comparison to the receiver-side

post-compensation, is the difficulty, if not impossible, to perform PMD compensation which will be

discussed next. As fiber birefringence is random, it is much easier to run adaptive optimization and

compensation algorithms at the receiver side with the signal impacted by time-varying and

polarization-dependent transmission properties.
11.2.2 PMD COMPENSATION AND POLARIZATION DE-MULTIPLEXING
In comparison to chromatic dispersion, PMD and signal SOP variation are more dynamic due to the

random variation of birefringence along the fiber. PMD compensation has to follow the variation of

fiber birefringence overtime (Savory, 2008). In general, the polarization effect of a fiber channel

can be described by a frequency-dependent Jones Matrix,

xp
yp

� 	
¼ Hxx ωð Þ Hxy ωð Þ

Hyx ωð Þ Hyy ωð Þ
� 	

Ax

Ay

� 	
(11.2.11)

where xp, yp, Ax, and Ay are x- and y-polarized optical field components at the output and input, respec-

tively, of an optical fiber, and ω is the optical frequency. The four Jones matrix elements represent the

frequency-dependent relations between the input and the output complex optical field components, and

coupling between x- and y-polarized fields. PMD compensation is to create an inverse Jones matrix to

undo the transfer function of Eq. (11.2.11).

Fig. 11.2.6 shows a DSP structure for PMD compensation and polarization de-multiplexing. In this

configuration, the input signals are xp and yp which represent the digitized sequences of x- and y-
polarized components detected by the receiver. Theoretically, the x- and y-polarized components of

the original optical signals can be derived from the measured xp and yp through an inverse operation

of Eq. (11.2.11), that is,
FIG. 11.2.6

DSP structure for PMD compensation and polarization de-multiplexing.
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Ax

Ay

� 	
¼ 1

Detj j
Hyy ωð Þ Hxy ωð Þ
Hxx ωð Þ Hyx ωð Þ

� 	
xp
yp

� 	
(11.2.12)

This is an expression in frequency domain, where jDet j is the determinant of the Jones matrix. Because

the fiber birefringence is time varying, it is convenient to perform DSP in the time domain based on the

digitized signal sequences xp[n] and yp[n]. As a frequency domain multiplication is equivalent to a

time-domain convolution, the operation shown in Eq. (11.2.12) can be accomplished by digital filters

performing the following operation:

xout kð Þ¼
XM�1

m¼0

hxx mð Þxp k�mð Þ+ hxy mð Þyp k�mð Þ
 �
(11.2.13a)

yout kð Þ¼
XM�1

m¼0

hyx mð Þxp k�mð Þ+ hyy mð Þyp k�mð Þ
 �
(11.2.13b)

where hxx, hxy, hyx, and hyy are weight factors of the four digital filters after the mth delay line (with the
FIR filter structure shown in Fig. 11.2.2). These filter transfer functions can be considered discrete

Fourier transforms (DFTs) ofHyy/jDet j,Hyx/jDet j,Hxx/jDet j, andHyx/jDet j, respectively, with respect
to Eq. (11.2.12), and M is the number of taps of each digital filter. Ideally, xout and yout should be as

close as possible to the original optical fields Ax and Ay. However, since the Jones matrix of the fiber is

unknown and is constantly changing, the determination and optimization of filter transfer functions are

most important tasks in the receiver DSP. There are a number of DSP algorithms for adaptive equal-

ization based on the specific signal and modulation formats. For example, for a PDM-quadrature phase

shift keying (QPSK) system, the signal of each orthogonally polarized channel should have constant

amplitude. This constant modulus condition can be used to adaptively optimize digital filter transfer

functions, which is known as the constant modulus algorithm (CMA). For a normalized optical signal,

the power of both xout and yout should be equal to 1, so that hεx2i¼h1�jxout j2i and hεy2i¼h1�jyout j2i
represent the mean-square error magnitude. Based on CMA, the DSP algorithm will attempt to min-

imize both hεx2i and hεy2i by adjusting the transfer functions of the digital filters. The CMA criteria can

be expressed by minimizing the gradients of the mean-square errors against the tap weights of digital

filters,

d ε2x
� 
dhxx

¼ 0;
d ε2x
� 
dhxy

¼ 0;
d ε2y

D E
dhyx

¼ 0;
d ε2y

D E
dhyy

¼ 0 (11.2.14)

where hxx, hxy, hyx, and hyy represent tap weights of digital filters, and each of them is a victor with a

lengthM. The digital process of optimizing tap weights can be based on theWiener-Hopf equations for

linear transversal digital filters (Haykin, 2002). Through each recursive adaption process, the updated

tap weights can be obtained,

hxx,k + 1 ¼ hxx,k + μεxxout � x∗p (11.2.15a)

hxy,k + 1 ¼ hxy,k + μεxxout � y∗p (11.2.15b)

hyx,k + 1 ¼ hyx,k + μεyyout � x∗p (11.2.15c)

hyy,k + 1 ¼ hyy,k + μεyyout � y∗p (11.2.15d)
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where xp∗ and yp∗ are complex conjugates of the received data sequences of xp and ypwith lengthM, and

μ is a convergence parameter for the numerical process. Detailed numerical process and examples can

be found in Savory (2008).

Although the CMA algorithm requires constant modulus of optical signal such as QPSK which has

no intensity modulation, it has been shown effective also for other modulation formats such as higher-

order QAM whose modulus are not necessarily constant ( Johnson et al., 1998). The reason is that the

variation of birefringence, and thus the signal SOP, along an optical fiber is a relatively slow process

with a time constant typically longer than a microsecond. For high-speed modulated optical signal, the

modulus averaged within the microsecond time window can be considered constant.
11.2.3 CARRIER PHASE RECOVERY IN A COHERENT DETECTION RECEIVER
In a coherent receiver based on I/Q detection, the in-phase (I) and the quadrature (Q) components of the

complex optical field can be converted into electric domain. In the coherent detection process discussed

in Section 9.4, mixing between the received optical signal and the optical LO in balanced PDs after a

90° optical hybrid coupler produces the I- and Q-components of the photocurrent,

iI tð Þ¼ℜAs tð ÞALO sin ωIFt+φs tð Þ+ δφn tð Þ½ � (11.2.16a)

iQ tð Þ¼ℜAs tð ÞALO cos ωIFt+φs tð Þ+ δφn tð Þ½ � (11.2.16b)

where ℜ is the PD responsivity, ωIF is the IF of heterodyne detection, and ωIF¼0 when homodyne

detection is used. As(t) and ALO are optical field amplitudes of the optical signal and the LO. φs(t) rep-
resents phase information carried by the modulated optical field, and δφn(t)¼φn,s(t)�φn,LO(t) is the
relative phase noise between the signal laser phase noise φn, s(t) and the LO phase noise φn,LO(t). If
ideal lasers are used both in the transmitter and the receiver without phase noise, we should have

δφn(t)¼0 so that both As(t) and φs(t) can be recovered from iI(t) and iQ(t). However, in practical optical
systems, both lasers used in the transmitter and the LO in the receiver have phase noise. For example,

the spectral linewidths of typical DFB lasers and external cavity semiconductor lasers are on the orders

of a few MHz, and �100kHz, respectively. This phase noise has to be removed in order to recover the

phase information φs(t) carried on the optical signal.

There are various different algorithms for the removal of phase noise in coherent detection optical

receivers. Let us first use QPSK-modulated optical signal as an example to explain how DSP can help

in carrier phase recovery. Based on the photocurrent signals iI(t) and iQ(t) in Eqs. (11.2.16a) and

(11.2.16b), and assume homodyne detection is used so that ωIF¼0 (in practice the intermediate fre-

quency ωIF can be removed by a simple digital frequency offset algorithm in digital processing),

the complex optical field can be reconstructed as

E n½ � ¼ iI n½ �+ jiQ n½ � ¼A n½ �ejθ n½ � (11.2.17)

where iI[n] and iQ[n] are the digitized data sequences of iI(t) and iQ(t), A[n]¼2ℜAs[n]ALO and

θ[n]¼φs[n]+δφn[n] are the nth sample of the amplitude and phase of the complex signal, respectively.

δφn[n] is the phase noise component in the nth phase sample which can be modeled as a Wiener pro-

cess. Under the Gaussian noise approximation, the variance of δφn[n] is related to the combined line-

width, Δν, of the transmitter laser and the LO by: σn
2¼2πΔv �Ts, where Ts is the data sampling period.
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For a QPSK-modulated signal, A[n] should be a constant so that the amplitude can be normalized as

A[n]¼1, while the correct signal phase φs[n] should only have four possible values: 0, π/2, π, and 3π/2.
The fourth power of E[n] will be, E4[n]¼ej4θ[n], so that the phase of E4[n] is

4θ n½ � ¼ 4φs n½ � + 4δφn n½ � (11.2.18)

Interestingly, for a QPSK-modulated signal, 4φs[n] of the four correct constellation points should be 0,
2π, 4π, and 6π, respectively, and they all locate at the same point (1,0) on the complex plane. Any de-

viation of 4θ[n] from this point must be caused by the phase noise 4δφn[n]. Then, the actual phase error
δφn[n] can be calculated and its impact can be compensated bymultiplying the originally received sym-

bols with exp{� jδφn[n]}. This is commonly referred to as the Viterbi-and-Viterbi phase estimation

algorithm (Viterbi and Viterbi, 1983).

Consider that the phase noise δφn(t) produces a spectral linewidth of 500kHz, for example, which

results from the mixing between the signal laser and the LO. This means roughly δφn(t) can vary for�π
radians over a time of 2μs which is the inverse of the spectral linewidth. If the optical signal has a

symbol rate of 10Gbaud/s, this time window of 2μs corresponds to about 20,000 data symbols.

Now if we take 500 data symbols E[n] (n¼1, 2, …500) within a time window tw¼0.05μs, the phase
variation of E[n] due to the phase noise should be small enough with jδφn[n]j< <π/4. The phase noise
of each sample can be estimated by

δφn n½ � ¼Arg E4 n½ �� �
4

(11.2.19)

where Arg{E4[n]} represents the phase of E4[n], which is 4θ[n]. If the window is small enough, all

δφn[n] should be located well within �π/4. An average phase deviation can be found within the win-

dow as

Δφn ¼
1

4N
Arg

XN
n¼1

E4 n½ �
( )

(11.2.20)

where N is the number of samples within the window. Then, the correct carrier phase within this win-

dow can be recovered through

φs n½ � ¼Arg E n½ �f g�Δφn (11.2.21)

This φs[n] is then fed into a decision circuit which converts ϕs[n] to the closest constellation point,

similar to the decision circuit used for binary-modulated signals illustrated in Fig. 8.1.2.

In this carrier phase recovery process, the window width tw can be optimized based on the symbol

rate, signal-to-noise ratio (SNR), and the level of phase noise. tw has to be small enough so that phase

variation due to phase noise is negligible within the window. If the phase variation within a window

spreads beyond �π/4, phase jump can occur, shown as �π/2 cycle slip on the constellation diagram,

which can result in bursts of bit errors. On the other hand, if tw is too small, Δφn calculated from the

average in Eq. (11.2.20) can be affected by the uncertainty of the Arg{E4[n]} due to the limited SNR.

In a real-time DSP, the continuously sampled data sequence is sequentially divided into parallel

data blocks of length N for carrier phase recovery as illustrated in Fig. 11.2.7. After carrier phase re-

covery, all parallel sections of samples are resynchronized into a serial data sequence through a digital

parallel-to-serial converter.



FIG. 11.2.7

Carrier phase estimation with M parallel processing channels.
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The functionality of carrier phase estimation processing unit in each data block is described by

Equations. (11.2.17) through (11.2.21), and is schematically shown in Fig. 11.2.8. As there is an av-

eraged phase noise obtained within each data block, the variation of phase noise as the function of time

φn(t) can be derived from this process with an equivalent phase noise sampling time interval of

tw¼TrN, which is the length of the window, where Tr is the data sampling interval. While the carrier

phase estimation technique discussed above is straightforward, it was based on QPSK-modulated
( )4 ( )4 ( )4( )4

E[1]E[2]E[3]E[N]

( )4

E[4]

Σ

Arg( )

Arg( )

N4

1×

Arg( )
Arg( )

Arg( )

Arg( )

ϕs[1]ϕs[2]ϕs[3]ϕs[4]ϕs[N]

Sampled data sequence

ϕn
Dec. Dec. Dec. Dec. Dec.

To parallel-to-serial converter

FIG. 11.2.8

Functionality of a carrier phase estimation processing unit.
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optical signal, and it also introduces processing delay proportional toM � tw, whereM is the number of

parallel processing channels. A modified version of Viterbi-Viterbi has been demonstrated for carrier

phase recovery of high-order QAM by partitioning the constellation diagram into groups of equal am-

plitude PSK subsets (Fatadin et al., 2010) as shown in Fig. 10.5.1B.
(A)

(B)

FIG. 11.2.9

(A) Block diagrams of blind phase search (BPS) algorithm, and (B) configuration of blockm in (A) in which each

sample is phase rotated by φm.
There is another example of carrier phase recovery, also based on the feed-forward algorithm,

known as blind phase search (BPS) (Pfau et al., 2009), and the block diagram of BPS is shown in

Fig. 11.2.9. A block of (2P+1) samples is used at the input of the DSP. Each data sample in the block

is rotated by a group of M progressive phase shifters with φm¼mπ/(2M), where m¼0, 1, 2, … M�1.

As shown in Fig. 11.2.9B, which represents a block m in Fig. 11.2.9A, each sample phase rotated

by ϕm goes to a decision circuit. At the output of each decision circuit, the signal is forced to the

closest constellation point. Then, the distance between the phase-shifted sample and the closest

constellation point can be obtained by a subtraction, and this distance is squared to obtain the error

vector magnitude (EVM),
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d n + x,mð Þj j2 ¼ E n + x½ �ejφm � E n + x½ �ejφm
� �

D

�� ��2 (11.2.22)

where x is an integer (�P�x�P) and bcD represents the decision operation. In order to remove the

random noise contributions, the EVMs of the 2P+1 consecutive symbols rotated by the same carrier

phase angle φm are summed up to obtain an estimation of the error,

Δ n,m½ � ¼
XP
x¼�P

d n+ x,mð Þj j2 (11.2.23)

Meanwhile, a constellation point at the middle of the data block is recorded as

X n,m½ � ¼ E n½ �ejφm
� �

D
(11.2.24)

The length, 2P+1, of the data block is similar to the data block length N used in the carrier phase es-

timation technique previously discussed and shown in Fig. 11.2.7. Likewise the selection of the P-value
depends on the spectral linewidth of the laser and the symbol rate of the data.

Then, all the error values Δ[n,m] with m¼0, 1, 2, …M, are compared to find a minimum value,

which corresponds to, say, m¼ζ. Then, we know φζ is the correct carrier phase, so that a selection

circuit should select

Y n½ � ¼X n, ζ½ � (11.2.25)

as the correct signal constellation point.

In this feed-forward carrier phase recovery operation, the data sequence is sliding sample-by-

sample and no feedback is required.
11.3 DIGITAL SUBCARRIER MULTIPLEXING: OFDM AND NYQUIST
FREQUENCY-DIVISION MULTIPLEXING
High spectral efficiency multiplexing formats such as OFDM and Nyquist pulse modulation based on

the sharp edge digital filters have been used for wireless communication for many years, primarily due

to the scarcity of spectrum resource. The speed of digital electronic components such as ADC, DCA,

and DSP is also fast enough to support most of the wireless applications with the bandwidth on the order

of a few hundred megahertz. For fiber-optic systems, bandwidth efficiency has traditionally not been

considered an important issue. WDM has been very successful allowing a large number of wavelength

channels to be carried by an optical fiber, which makes much more efficient use of the available optical

bandwidth compared to a single-wavelength system. Channel spacing of commercial WDM systems

went down from 200 to 50GHz and even 25GHz so that more wavelength channels can be accommo-

dated within the optical bandwidth of in-line optical amplifiers. With the rapid growth of capacity de-

mand, increasing bandwidth efficiency in optical communication systems has also become an

important issue. In general, bandwidth efficiency can be increased by (1) reducing spectral guard band

between adjacent wavelength/frequency channels and (2) increase bit-per-symbol through high-level

modulation. High-speed digital electronics is an enabling technology that allows advanced multiplex-

ing techniques such as OFDM and Nyquist pulse modulation, to be extended to applications in optical

systems which usually require much higher speed than wireless applications. Both OFDM and Nyquist

pulse modulation are based on the subcarrier multiplexing. While OFDM relies on the orthogonality
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between spectrally overlapped adjacent subcarrier channels, Nyquist pulse modulation relies on sharp-

edged digital filters to reduce the required spectral guard band. As both of these multiplexing tech-

niques create subcarriers using DSP, they can both be categorized as digital subcarrier

multiplexing (DSCM).
11.3.1 ORTHOGONAL FREQUENCY-DIVISION MULTIPLEXING
In analog subcarrier multiplexing (SCM), a spectral guard band has to be reserved between adjacent

subcarrier channels and no spectral overlap between them is allowed so that they can be separated by

RF filters in the de-multiplexing process. Thus, channel spacing Δf, which is the frequency difference

between adjacent subcarriers, has to be much larger than symbol rate carried by each subcarrier chan-

nel, that is, Δf>>1/TN, where TN is the symbol length of data on each subcarrier channel as illustrated

in Fig. 11.3.1A. The obvious disadvantage is that a significant portion of the spectrum, reserved as the

guard band, is not efficiently utilized, and thus the spectral efficiency is low.
(A)

(B)

FIG. 11.3.1

Spectra of analog SCM (A) where spectral guard band is required and OFDM (B) with significant spectral overlap

between adjacent subcarrier channels.
For OFDM, the channel spacing is exactlyΔf¼1/TNwhich is much tighter than analog SCM. In fact

in OFDM, there is significant spectral overlap between adjacent subcarrier channels as illustrated in

Fig. 11.3.1B. Then, the question is that how these subcarrier channels can be separated in the receiver.

To answer this question, let us first define the orthogonality between a set of subcarriers. Consider the

mth and the nth subcarriers cos(2πfm+φm) and cos(2πfn+φn) with their frequencies at fm¼ f0+m/TN and
fn¼ f0+n/TN, where m, n,¼0, 1, 2, 3, …N�1, f0 is the zeroth subcarrier frequency as shown in

Fig. 11.3.1, and φm and φn are the phases of these two subcarriers. Performing integration over a time

window TN¼1/Δf,

1

TN

ðTN
0

cos 2πfmt+φmð Þcos 2πfnt+φnð Þdt¼ 1

2
δ m�nð Þ (11.3.1)

which is nonzero only when m¼n. This defines a set of subcarriers which are mutually orthogonal.

Fig. 11.3.2 shows the generic block diagram of a communication system with subcarrier multiplex-

ing and de-multiplexing. At the transmitter side, multiple data streams s0, s1, …sN�1 are frequency



FIG. 11.3.2

Block diagram of an OFDM system with N subcarrier channels.
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up-converted by mixing with a set of mutually orthogonal subcarriers f0, f1, …fN�1, and they are

combined to form a composite signal s(t). This composite signal is transmitted through the com-

munication channel with a time-domain response g(t). At the receiver, the signal is equally split

into N copies and mixing with the same set of orthogonal subcarriers for frequency down-

conversion of data streams to the baseband. The impact of the transmission impairments can be

removed by passing through an inverse transfer function 1/g(t). Then, the baseband signal, s0,
s1, …sN�1, on each subcarrier can be recovered by an integration over a time window TN, which
is equivalent to low-pass filtering. This integration also effectively removes the cross talk between

adjacent channels.

Mathematically, the composite signal consisting of N subcarrier channels arriving at the receiver

can be expressed as

s tð Þ¼
XN�1

k¼0

skg tð Þcos 2πfkt+φkð Þ (11.3.2)

where g(t) is the channel transfer function, which may include the impact of chromatic dispersion and

PMD. In order to recover themth channel, this received composite signal mixes with the corresponding

subcarrier cos(2πfm+φm) and the inverse transfer function of the communication medium 1/g(t). After
integration over the time window TN, the output is

s
outð Þ
i ¼

ðTN
0

XN�1

n¼0

sng tð Þcos 2πfnt+φnð Þ
" #

1

g tð Þ cos 2πfmt+φmð Þdt

¼
ðTN
0

XN�1

n¼0

sn cos 2π f0 +
n

TN

� �
t+φn

� �
cos 2π f0 +

m

TN

� �
t+φm

� �( )
dt¼

XN�1

j¼0

snδ m�nð Þ¼ s inð Þ
n

(11.3.3)

Note that in the frequency down-conversion process, the LO in the receiver has to have the same fre-

quency fm and phase φm as those used in the transmitter. In comparison to the analog SCM system

shown in Fig. 10.6.1, the major difference of OFDM is the use of a set of mutually orthogonal
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subcarriers, and the ability of performing integration precisely over a time window TN, which can be

done in the digital domain but quite challenging with analog electronics.

It is well known that the definition of DFT is

DFT x n½ �½ � ¼X m½ � � 1ffiffiffiffi
N

p
XN�1

n¼0

x n½ �exp �j
2πnm

N

� �
for 0�m�N�1 (11.3.4)

and the definition of inverse discrete Fourier transform (IDFT) is

IDFT X m½ �½ � ¼ x n½ � � 1ffiffiffiffi
N

p
XN�1

m¼0

X m½ �exp j
2πnm

N

� �
for 0� n�N�1 (11.3.5)

where X[m] and x[n] are a DFT/IDFT pair and N is the DFT/IDFT size.If we consider fn¼n/N and

fm¼m/N for two subcarrier frequencies, Eqs. (11.3.4) and (11.3.5) would represent the same functions

of frequency up- and down-conversion for subcarrier multiplexing and de-multiplexing shown in

Fig. 11.3.2, where N is the total number of subcarriers. If we use IDFT for frequency up-conversion

in the transmitter, X[m] will represent data in the frequency domain, and x[n] will represent data in the
time domain.

Fig. 11.3.3 illustrates the operation of an OFDM transmitter, where a high-speed data stream is first

partitioned into multiple parallel channels through a serial-to-parallel converter. Then, IDFT is per-

formed on each channel converting X[m] from frequency domain to x[n] in the time domain. The

time-domain parallel sequences are then changed back to a serial data stream through a parallel-to-

serial conversion before been translated into analog domain using a high-speed DAC. For many ap-

plications, an external RF carrier can be used for another frequency up-conversion which moves

the entire composite signal spectrum to fc as the central frequency. This helps reducing the bandwidth
requirement for DSP and DAC.
FIG. 11.3.3

Block diagram of an OFDM transmitter using IDFT for frequency up-conversion.
For an input data sequence {X[0] X[1] X[2] X[3]… X[MN]}, serial-to-parallel conversion put {X[0]
X[1] … X[N�1]} into the first row, {X[N] X[N+1] … X[2N�1]} into the second row, and so on, as

shown in Fig. 11.3.4. This forms a M	N matrix with {X[iN] X[iN+1] … X[iN�1]} in the ith row,

where i¼1, 2, …M. Performing IDFT on this matrix up-converts the nth column to a subcarrier fre-

quency fn, which carries data {X[n] X[2N+n] … X[MN+n]}T. After IDFT, the M	N matrix is con-

verted back to a serial sequence {x[0] x[1] x[2] x[3]…x[MN�1]}. This serial data stream is finally

converted into analog domain as a real voltage waveform by an ADC. The double-sideband (DSB)

spectrum of OFDM is flat top with the maximum subcarrier frequency of� fN�1 as shown in the insets



FIG. 11.3.4

Matrices of data mapping in an OFDM transmitter. The matrix on the left side is in frequency domain, and the

matrix on the right side is in time domain.
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of Fig. 11.3.3. This spectrum can be further up-converted to an RF central frequency fc through mixing

with another oscillator.

Block diagram of an OFDM receiver using DFT for frequency down-conversion is shown in

Fig. 11.3.5. The signal spectrum is first frequency down-converted to the baseband by mixing with

an RF oscillator of frequency fc. It is then filtered by a LPF to eliminate high-frequency components.

The baseband analog signal is converted into digital domain by a high-speed ADC to obtain a sampled

serial digital sequence {y[0] y[1] y[2] y[3]…y[MN�1]}. Then, this serial digital sequence is parti-

tioned into N parallel channels with the time-domain data matrix shown on the left side of Fig. 11.3.6.
FIG. 11.3.5

Block diagram of an OFDM receiver using DFT for frequency down-conversion.

FIG. 11.3.6

Matrices of data mapping in an OFDM receiver. The matrix on the left side is in frequency domain, and the matrix

on the right side is in time domain.
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The data matrix after serial-to-parallel conversion in Fig. 11.3.5 is treated as in time domain and

arranged column-wise, where each column represents a subcarrier channel. The DFT operation equiv-

alently mixes each subcarrier channel with a LO at frequency fn, with n¼0, 1, 2, N�1, and converts

data carried on that subcarrier back to the frequency domain, which is {Y[0] Y[1] Y[2] Y[3]…Y
[MN�1]} as shown in Fig. 11.3.6. This recovered data stream may not be the same as that sent by

the transmitter because of the transmission impairments of the fiber system represented by g(t) in
Fig. 11.3.2.

In fact, after serial-to-parallel conversion in the receiver, the actually received signal should be y
[n]¼x[n]g[n], where g[n] is the transfer function of the transmission medium in time domain.

Converting back into the frequency domain through DFT, one can define a frequency domain sys-

tem transfer function G[m]¼DFT[g[n]], so that Y[m]¼X[m]
G[m], where
 represents convolution.

With this linear system transfer function in mind, the effect of transmission-induced impairments can

be removed in by a DSP unit through digital processing (Molisch, 2011; Shieh and Djordjevic, 2010).

One of the key requirements of orthogonality between OFDM subcarriers and the ability of de-

multiplexing without cross talk is the integration over exactly a symbol period TN, which is the inverse
of the channel spacing Δf. However, chromatic dispersion in the transmission fiber can introduce sig-

nificant differential group delay between subcarrier channels of an OFDM-modulated signal when the

total bandwidth is large enough. Fig. 11.3.7 illustrates the impact of differential group delay between

subcarrier channels, where TN is the symbol length and ΔG is the maximum differential delay between

all subcarrier channels. Temporal misalignment between subcarriers creates relative phase delay so that

integration over a fixed time window TNmay not cover a complete 2π cycle, and thus the orthogonality
condition may not be maintained. Cyclic prefix is a method that copies a section of the waveform at the

front of the period and appends it to the end of the period as illustrated in Fig. 11.3.7. The length of the

duplicated section is determined by the maximum differential group delay ΔG of the system, and thus
FIG. 11.3.7

Illustration of cyclic prefix to mitigate the impact of differential delayΔG between subcarrier channels. The bottom

part shows the data sequence of one subcarrier with cyclic prefix of length u.
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the bandwidth efficiency is reduced to (TN�ΔG)/TN due to the redundancy of the appended section.

The data sequence of a subcarrier is shown at the bottom of Fig. 11.3.7 with cyclic prefix of length u.
In an OFDM-based fiber-optic system, the OFDM signal created in the electric domain has to be

converted into the optical domain in the optical transmitter, and converted back to the electric domain

in the optical receiver. Both intensity modulation and direct detection (IMDD), and optical field mod-

ulation and coherent detection can be used in the optical system.

The block diagram of an OFDM optical system using IMDD is shown in Fig. 11.3.8, where the

electric signal generated by the digital circuit is first converted into an analog waveform through a

DAC, and then it is used to modulate the intensity of an optical carrier produced by a laser diode

through an EOM. Direct modulation on the injection current is also possible if modulation chirp of

the laser diode is not a big concern. At the receiver side, the optical signal is detected by a PD, amplified

by a TIA, and digitized by an ADC. This digital signal is then processed by the DSP circuit in the re-

ceiver, as discussed above, to recover the data.
FIG. 11.3.8

Block diagram of an OFDM optical system with intensity modulation and direct detection (IMDD).
One important note is that since the electric voltage signal sent to the DAC in the transmitter has to

be real, the data matrix [X] has to maintain a Hermitian symmetry. This is usually accomplished by

doubling the size of the M	N data matrix into the size of M	2N with one side to be the complex

conjugate of the other side, such as

X N�1½ � ::……… X 1½ � X 0½ �
X 2N�1½ � ::……… X N + 1½ � X N½ �
:… :: ……… :… :: :: :…

X MN�1½ � ::……… X M�1ð ÞN + 1½ � X M�1ð ÞN½ �

jX 0½ � jX 1½ � ::……… jX N�1½ �
jX N½ � jX N + 1½ � ::……… jX 2N�1½ �
:… :: ……… :… :: :: :…

jX M�1ð ÞN½ � jX M�1ð ÞN + 1½ � ::……… jX MN�1½ �

2
6664

3
7775

This ensures that after IDFT, the waveform [x] sending to the DAC is real, which creates a real voltage

waveform V(t). There are also a few other considerations in data matrix creation. First of all, there is a

need of over sampling. By the Nyquist sampling theorem, at least two samples are needed for each data

symbol, and the analog bandwidth is half the sampling rate. In a practical OFDM system, the number of

samples per symbol has to be more than two to represent the arbitrary waveform of the OFDM signal.
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This oversampling can be done by zero-padding on each sides of the data matrix. For example, if X̂

 �

is

theM	N OFDM data matrix, the zero-padded matrix has to be O½ � X̂

 �

j X̂

 �

O½ �
 �
, where [O] on each

side is a M	N matrix filled with zeros for a two-time oversampling.

Fig. 11.3.9A shows an example of OFDM modulated voltage signal V(t) which is obtained after

IDFT, parallel-to-serial conversion, and DAC. This signal in the analog domain looks like an arbitrary

waveform. Converting this arbitrary waveform into the frequency domain through Fourier transform

reveals a typical OFDM spectrum as shown in Fig. 11.3.9B. In this example, the signal bandwidth is

2.5GHz, and the sampling rate is 10G Sample/s, representing a twofold oversampling beyond the

Nyquist sampling rate.
0

(A) (B)

(C) (D)

0.5 1 1.5
–1

–0.5

0

0.5

1

Time (µs) 

N
or

m
al

iz
ed

 a
m

pl
it
ud

e 
 

–5 –2.5 0 2.5 5
–25

–20

–15

–10

–5

0

Frequency (GHz) 

N
or

m
al

iz
ed

 s
pe

ct
ru

m
 (
dB

) 

0 0.5 1 1.5
0

0.5

1

1.5

2

O
pt

ic
al

 p
ow

er
 x

 P
av

e

N
or

m
al

iz
ed

 s
pe

ct
ru

m
 (
dB

) 

Relative frequency (GHz) Time (µs) 

–5 –2.5 0 2.5 5
–50

–40

–30

–20

–10

0

ideal filter 

FIG. 11.3.9

(A) Example of an OFDM electric waveform generated at the DAC output, (B) the Fourier transform of this OFDM

electric waveform, (C) OFDM waveform of the intensity-modulated optical signal (Pave is the average optical

power), and (D) Normalized optical power spectral density with a strong carrier component. Dashed line in (D)

shows the transfer function of an ideal optical band-pass filter (BPF) to select a single sideband.
With an intensity modulation on the optical signal, the waveform of signal optical power shown

in Fig. 11.3.9C should be the same as the electric waveform shown in Fig. 11.3.9B except for the
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all-positive values as the power cannot be negative. As the consequence, the spectrum of the optical

intensity waveform shown in Fig. 11.3.9D has a strong carrier component and the center frequency is

up-converted to the frequency of the optical carrier. This modulation scheme is simple, but with an

obvious disadvantage which is the DSB structure of the optical spectrum, typically susceptible to

the impact of chromatic dispersion. In fact, the spectral width of the optical signal is twice the width

of the baseband determined by the symbol rate. In the direct-detection process, the negative side of the

spectrum will fold to the positive side creating signal fading at frequency components fn with

fn ¼ 1

λ

ffiffiffiffiffiffiffi
2c

DL

r
(11.3.6)

whereD is the fiber chromatic dispersion parameter, L is the fiber length, c is the speed of light, and λ is
the signal wavelength.

This problem can be solved by using an optical band-pass filter (BPF) at the receiver in front of the

PD to select only one single sideband (SSB) of the optical spectrum. However, because the edges of an

optical filter transfer function are usually not sharp enough, a spectral guard band has to be reserved

between the two optical sidebands. In the waveform generation, this can be done by padding extra zeros

as O½ � X̂

 �

O½ � O½ � j X̂

 �

O½ �
 �
, which would further reduce the spectral efficiency.

As an example, Fig. 11.3.10 shows an OFDM spectrum which has 5GHz guard band

(�2.5G< f<2.5G) between the two signal-carrying sidebands. Thus, the positive and the negative

sidebands can be easily separated by a bandpass optical filter. Two-times oversampling beyond the

Nyquist sampling rate is used also in this case, so that the bandwidth efficiency is 25%.
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FIG. 11.3.10

Spectrum of an OFDM signal with guard band in the low frequency, and two times oversampling.
Note that in the serial-to-parallel conversion process shown in Fig. 11.3.4, data are mapped into

rows of the matrix, but each column is carried by a subcarrier after IDFT. As a consequence, consec-

utive data points are carried by different subcarriers. The advantage of this data mapping is to have

stable bit error rate (BER) even though different subcarrier channels may not have the same transmis-

sion impairments. This is useful for wireless communication systems because of the strong multipath
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interference of antennas which can cause frequency-dependent losses. However, any section of the

original data sequence cannot be selectively recovered until the entire matrix is recovered in the

receiver.

Alternatively, data sequence can be mapped into columns of an OFDM frame, as shown in

Fig. 11.3.11, so that a continuous section of signal data sequence can be carried by the same subcarrier,

and can be recovered independently without recovering other subcarrier channels. This may be suitable

for optical systems with multiple low data-rate channels, and these mutually independent parallel data

channels can be selectively detected at the receiver. As an example, Fig. 11.3.12 shows an electric

power spectral density measured at an OFDM receiver. In this system, nine subcarrier channels are

used, each carrying 1Gbaud/s symbol rate, and thus the frequency spacing between adjacent subcarrier

channels is 1GHz. The sampling rate of the DAC is 20GS/s, so that there are four sampling points per

period for the highest signal frequency components (two-times oversampling beyond the Nyquist sam-

pling rate). After photodetection, each subcarrier channel can be frequency downshifted to the base-

band by mixing with a LO, and then integrated over one-bit period to remove the cross talk from

adjacent subcarrier channels. In this particular example, 75km standard SMF was used between the
FIG. 11.3.11

Data are mapped into columns of OFDM matrix frame.
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FIG. 11.3.12

Power spectral density of an OFDM signal carrying nine subcarrier channels with 1Gb/s NRZ data on each

subcarrier channel.
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transmitter and the receiver, and an adjustable ASE noise is added to the optical signal before the re-

ceiver which sets the optical carrier-to-noise ratio of OCNR¼�4.5dB to mimic a practical optical sys-

tem condition. The definition of OCNR is based on 0.1nm optical bandwidth for the ASE noise and

1GHz bandwidth for each subcarrier.

Ideally, after frequency down-conversion which shifts a specific subcarrier to the baseband, the

receiver bandwidth only needs to be the same as the spectral width of that particular subcarrier channel.

However, a much wider receiver bandwidth is usually required for the receiver to minimize the BER.

Fig. 11.3.13 shows the BER as the function of the receiver bandwidth set by a raised-cosine filter. It is

noticeable that residual cross talk exists when the receiver bandwidth is exactly equal to the channel

spacing (normalized receiver bandwidth¼1). Local minima of BER can be found when the normalized

receiver bandwidth is an integer. Residual cross talk still exist at these points which is attributed to the

existence of noise and the limited sampling points per period which may have affected the accuracy of

integration to minimize the cross talk. In comparison, better BER performance can be obtained when

the receiver bandwidth is much wider than the bandwidth of each subcarrier. In a practical system, if the

receiver has a limited RF bandwidth, orthogonality between subcarrier channels can be affected, so that

cross talk between them can be increased.
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FIG. 11.3.13

Measured BER of the center subcarrier channel (referring to the spectrum shown in Fig. 11.3.12) as the function

of the receiver bandwidth.
To explain this residual cross talk, Fig. 11.3.14A illustrates the spectra of the signal channel to be

selected (red solid line) and the nearest cross talk channel (blue dashed line). If the receiver bandwidth

is infinitely wide, the waveform of the cross talk channel is shown in Fig. 11.3.14B, in which the carrier

of the cross talk channel at a digital ‘1’ has a complete 2π cycle of a sine wave which can be averaged to
zero after integration over a bit period, and there is no energy in time slot of “0” bit. However, if the

receiver is band limited to the width of a single subcarrier channel, for example, with a raised-cosine

transfer function shown as the black dotted line in Fig. 11.3.14A, the time-domain waveform of the

cross talk channel will be distorted, shown as the spreading of the nearest cross talk subcarrier outside
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(A) Spectra of the signal channel to be selected (red solid line) and the nearest cross talk channel (blue dashed

line) as the function of the normalized frequency (Δf is the data rate on each subcarrier channel), (B) time-domain

waveform of the cross talk channel when the receiver bandwidth is infinite, and (C) time-domain waveform of the

cross talk channel when the receiver bandwidth is equal to Δf [receiver transfer function is shown as the dotted

line in (A)].

522 CHAPTER 11 APPLICATION OF HIGH-PEED DSP
the ‘1’ bit slot as indicated in Fig. 11.3.14C. The energy leakage into the previous and the following

time slots will create residual cross talk between the signal and adjacent subcarrier channels. This is

because the average over a bit period may not produce a zero for every “0” bit of the cross talk channel.

Therefore, in practical implementation of an OFDM system, the receiver bandwidth has to be at least
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three times the bandwidth of each subcarrier channel to effectively remove the inter-subcarrier cross

talk as shown in Fig. 11.3.13.
11.3.2 NYQUIST PULSE MODULATION AND FREQUENCY-DIVISION MULTIPLEXING
OFDM discussed above is based on the orthogonality between adjacent subcarrier channels, and de-

multiplexing of adjacent subcarrier channels is accomplished with integration over one bit period. An-

other, yet equivalent, approach is to use Nyquist pulses for multiplexing. Fig. 11.3.15 summarizes the

similarity and difference between OFDM and Nyquist pulse modulation approaches. Fig. 11.3.15A

shows an ideal square pulse representing an isolated digital “1” in the time domainwith a temporal pulse

width TN. Its spectrumobtained by a Fourier transform is shown in Fig. 11.3.15Bwhich is a sinc function
centered at zero and with the first null at frequencyΔf¼�1/TN. When this time-domain pulse is loaded

onto a subcarrier of frequency fn, the center frequency of the sinc function becomes fn. Then, OFDM can

be composed of a number of subcarriers with a frequency spacing Δf as shown in Fig. 11.3.15C.
(A)

(B)

(C)

(D)

(E)

(F)

FIG. 11.3.15

Comparison between time-domain waveforms and frequency spectra of OFDM (left column) and Nyquist

frequency-division multiplexing (right column).
In a similar way, Fig. 11.3.15D shows a time-domain pulse with a shape of sinc function, known as
the Nyquist pulse, and the first null is at�TN [the full-width at half-maximum (FWHM) pulse width in

the time domain is approximately 1.2TN]. In the frequency domain, which can be obtained by a Fourier

transform, this Nyquist pulse has an ideal rectangular spectrum with a spectral with Δf¼1/TN, and
sharp edges on both sides as shown in Fig. 11.3.15E. Similarly, when this time-domain sinc pulse

is loaded onto a subcarrier of frequency fn, the center frequency of the square-shaped spectrum will

be shifted to fn. Then, Nyquist frequency-division multiplexing (Nyquist-FDM) can be realized with

a number of subcarriers frequency separated by Δf as shown in Fig. 11.3.15F. These subcarrier chan-

nels can be de-multiplexed by using Nyquist filters with sharp cutting edges.
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A generalized Nyquist filter has the transfer function of

HTX fð Þ¼

πfT

sin πfTð Þ for fj j � 1�β

2T

πfT

sin πfTð Þ cos
πT

2β
fj j�1�β

2T

� �
for

1�β

2T
< fj j< 1 + β

2T

0 for fj j � 1 + β

2T

8>>>>>>><
>>>>>>>:

(11.3.7)

where 0�β�1 is the roll-off factor which determines the sharpness of the transfer function at the edges

of the filter, T is the length of a data bit so that the FWHM bandwidth of the filter is approximately 1/T,
but increases with the increase of the β factor. Within the pass band, the filter has an inverse sinc trans-
fer function, and the purpose is to produce flat-top spectrum after multiplying with the signal spectrum

which is typically a sinc function. Fig. 11.3.16A shows the transfer functions of Nyquist filters with

T¼1 ns and β¼0, 0.2, 0.4, and 0.6, respectively. This type of Nyquist filters is typically used in

the transmitter side for signal bandwidth limiting.
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(A)Nyquist filteramplitudetransfer functionsofEq. (11.3.7)with1GHzbandwidthandwithβ¼0,0.2,0.4,and0.6and

(B) raised-cosine filter transfer functions of Eq. (11.3.8) with 1GHz bandwidth and with β¼0, 0.2, 0.4, and 0.6.
For OFDM, a sharp-edged signal spectrum can be obtained from a large number of subcarrier chan-

nels with relatively low data rate of each subcarrier as shown in Fig. 11.3.15C. Sharp-edged spectrum

of Nyquist pulse modulation does not need to split the signal into a large number of subcarrier channels.

The roll-off rate at the edges of the Nyquist pulse-modulated spectrum only depends on the β-factor of
the Nyquist spectral shaping filter.

Multiplexing a large number of Nyquist pulse-modulated channels into a subcarrier system can be

accomplished either in the electric domain using DSCM, or in the optical domain using WDM. The

sharp-edged signal spectrum minimizes the required channel spacing and avoids spectral overlapping

between adjacent subcarrier channels. For electric domain multiplexing, each Nyquist pulse-modulated

channel is loaded onto a subcarrier of frequency fn, so that the center frequency of the spectrum is up-

converted to fn. Then, Nyquist-FDM can be created by adding a number of subcarriers with frequency

spacing Δf as shown in Fig. 11.3.15F. Because of the rectangular spectral shape of each subcarrier

channel, ideally there is no guard band required between adjacent subcarrier channels, so that the
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bandwidth efficiency can approach 100%. While OFDM allows spectral overlapping between adjacent

subcarrier channels and de-multiplexing based on their orthogonality, Nyquist-FDM eliminates the

spectral overlap, and subcarrier channels can be de-multiplexed by spectral filtering by high-order

BPFs with sharp edges.
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(A) and (C): Spectra of 1Gb/s NRZ data and the transfer function of a Nyquist filter with T¼1 ns and β¼0 and

β¼0.3, respectively. Insets show spectra after filtering. (B) and (D): Eye diagrams of the NRZ-modulated

signal filtered by Nyquist filters with β¼0 and β¼0.3 as shown in (A) and (C).
Another Nyquist filter known as the raised-cosine filter typically used in the receiver for channel

selection has the transfer function defined as

HRX fð Þ¼

1 for fj j � 1�β

2T

cos
πT

2β
fj j�1�β

2T

� �
for

1�β

2T
< fj j< 1 + β

2T

0 for fj j � 1 + β

2T

8>>>>><
>>>>>:

(11.3.8)

which has a flat-top transfer function within the pass band as shown in Fig. 11.3.16B.

Fig. 11.3.17 illustrates the impact of Nyquist filtering on the signal spectral shapes and eye dia-

grams. Fig. 11.3.17A and C shows bipolar NRZ-modulated spectra (signal waveform swings between
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�1 so that there is no DC component) at 1Gb/s data rate (T¼1 ns), and transfer functions of Nyquist

filters with β¼0 and β¼0.3, respectively. Insets in Fig. 11.3.17A and C show the spectra after filtering.

For an ideal Nyquist filter with a roll-off factor β¼0 shown in Fig. 11.3.17A, the edges are infinitely

sharp so that no spectral component exists outside the frequency band of�0.5GHz. The corresponding

signal eye diagram after the filter is shown in Fig. 11.3.17C, which is completely open at decision time.

Thus, β¼0 provides the optimum filter transfer function with the strongest spectral confinement with-

out reducing signal eye opening. However, considering digital filter implementation, a Nyquist filter

with β¼0 is not practically realizable. In fact, the common technique to realize a Nyquist filter is to use

multiple tapped delay line structure shown in Fig. 11.2.2 to realize the required transfer function. A

Nyquist filter with β¼0 would require infinite number of tapped delay lines. A practical design has

to make trade-offs between the spectral confinement and the complexity of filter implementation, such

as the number of taps of a FIR filter. Fig. 11.3.17D shows the eye diagram for the spectrum shaped by a

Nyquist filter with β¼0.3. Because of the increased bandwidth in comparison with β¼0, the eye open-

ing has an increased timing jitter window. This increased bandwidth and the degraded spectral con-

finement may also result in spectral overlap between adjacent subcarrier channels if the channel

spacing is still set to be 1/T. In order to avoid spectral overlap, frequency spacing between adjacent

subcarrier channels has to be increased to (1+β)/T, which reduces the spectral efficiency by a factor

of 1/(1+β).
Fig. 11.3.18 shows the block diagram of a Nyquist-FDM optical system with N-independent sub-

carrier data channels, a1(t) through aN(t). A multiple-delay-line FIR filter at each data channel imposes

Nyquist transfer function as shown in Eq. (11.3.7) applied on the signal reshapes the signal spectrum

and converts signal pulses into a Nyquist pulse train. Then, each subcarrier channel is up-converted to a

subcarrier frequency fn (with n¼1, 2, …N) before they are combined. This process can be accom-

plished in the digital domain based on DSP. The composite digital signal including all subcarrier chan-

nels is then converted into an analog waveform through a high-speed DAC, and modulates onto an

optical carrier through an electro-to-optical converter (E/O). At the receiver side, an optical-to-electric

(O/E) converter, such as a PD for direct-detection receiver, converts the optical signal back into an
FIG. 11.3.18

Block diagram of a Nyquist-FDM optical system based on the high-speed DAC, ADC, and DSP. a1(t), a2(t),…aN(t)

are digital data channels.
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electric domain waveform and then it is translated into a digital sequence by a high-speed ADC. This

digital signal is split into N copies for frequency down-conversion, which translates each data channel

into the baseband. A digital LPF is used after the frequency down-conversion of each data channel to

remove high-frequency components.

In the configuration shown in Fig. 11.3.18, most of the signal processing is done in the digital do-

main including FIR filtering, frequency up-conversion and down-conversion, and LPF. This requires

DAC and ADC, as well as digital electronic circuits to perform high-speed operations to include all

subcarrier frequencies.

An alternative way is to use the combination of digital electronics and analog RF electronics to

extend the overall bandwidth of Nyquist-FDM, and the block diagram is shown in Fig. 11.3.19. In this

configuration, each digital data channel is converted into a Nyquist pulse train through an FIR filter,

and converted into analog domain using a DAC. Then, each analog waveform is up-converted into a

subcarrier frequency fn (with n¼1, 2, …N) by analog mixing with an RF oscillator before combining

into a FDM composite signal and modulating onto an optical carrier. Similarly in the receiver, fre-

quency down-conversion and LPF are performed in the analog domain through RF mixing, and an

ADC is used only to convert the recovered baseband waveform on each subcarrier channel into digital

data. In this digital-analog hybrid approach, the speed requirement of DAC, ADC, and DSP can be

greatly reduced, which is determined only by the signal bandwidth on each subcarrier instead of

the aggregated bandwidth of the composite Nyquist-FDM.
FIG. 11.3.19

Block diagram of a digital-analog hybrid approach of Nyquist-FDM optical system based on the parallel

processing of relatively low-speed subcarrier channels in the digital domain, and multiplexing/de-multiplexing

them by analog FR circuits.
11.3.3 OPTICAL SYSTEM CONSIDERATIONS FOR DSCM
In the last two sections, we have discussed high spectral efficiency DSCM techniques such as OFDM

and Nyquist-FDM. Despite their difference in the implementation details, they all utilize subcarriers

created through DSP, so that they belong to the same category of DSCM.

Optical systems based on the DSCM can use either IMDD, or complex optical field modulation and

coherent detection. Complex optical field modulation and direct detection can also be used depending
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on specific circumstance, system performance requirement, and complexity constrain. Various algo-

rithms have been developed for analog and DSP of DSCM optical systems. Spectral efficiency, re-

ceiver sensitivity [or required—optical signal-to-noise ratio (OSNR) for optically amplified

systems], and frequency/phase recovery are among the important issues.
FIG. 11.3.20

Block diagrams of I/Q frequency up-conversion of two data channels. Frequency down-conversion uses the same

block diagram but follows reverse direction (dashed red arrows).
FDM has been used for communication networks for many years for network resources sharing

among many users. In a FDM-based communication network, each pair of users is assigned a dedicated

frequency channel for communication. In an all-analog FDM system such as subcarrier multiplexing, a

substantial spectral guard band has to be reserved between adjacent frequency channels to avoid cross

talk in the de-multiplexing process, so that the bandwidth efficiency is low. That is one of the reasons

that packed-based switching has become the dominate technique for resource sharing in communica-

tion networks. However, with the use of DSCM which eliminates the need for a spectral guard band

between subcarrier channels, the spectral efficiency can be increased significantly. Network resources

sharing based on the FDM may become both efficient and flexible if the data rate granularity on each

digital subcarrier channel can be fine enough. For a DSCM optical system with both IMDD and co-

herent detection, SSB modulation is important on both electric level and optical level to achieve high

spectral efficiency, and to avoid signal fading caused by fiber chromatic dispersion manifested as de-

structive interference between the positive and the negative signal sidebands.

11.3.3.1 I/Q mixing for subcarrier up-conversion and down-conversion
Frequency up-conversion can be achieved by I/Q mixing as illustrated in Fig. 11.3.20. Assume that two

independent signal waveforms I(t) and Q(t) are created through Nyquist pulse modulation so that they

both have rectangle spectral shapes. In the I/Qmixing configuration, I(t) andQ(t) channels mix with the

in-phase and the quadrature components of an RF carrier at frequency fi independently, and then com-

bine. This complex frequency up-conversion moves the central frequency of (I� jQ) into fi, and (I+ jQ)
into � fi. By setting fi to be half the channel full bandwidth, there will be no spectral gap between the

newly created (I� jQ) and (I+ jQ) channels at the output of this I/Q frequency up-converter. In this case,
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the upper and the lower sidebands of the composite signal spectrum are used to carry different data

information. Frequency down-conversion in the receiver uses exactly the same block diagram but

in a reversed process, following the red arrows in Fig. 11.3.20, so that the baseband signal can be

recovered.

FDM can be performed based on the same block diagrams shown in Figs. 11.3.18 and 11.3.19, but

with the complex (I/Q) frequency up-conversion and down-conversion to create a FDM spectrum. As

illustrated in Fig. 11.3.21A, the spectra of N pairs of data channels are closely packed in the frequency

domain without any spectral gap. Then, this electric domain spectrum can be converted into optical

domain through optical single-sideband (OSSB) modulation with the OSSB spectrum illustrated in

Fig. 11.3.21B.
(A)

(B)

FIG. 11.3.21

(A) N pairs of channels multiplexed through FDM in the electric domain and (B) electric spectrum is converted

into optical domain through optical single-sideband modulation.
In the I/Q frequency up-conversion process shown in Fig. 11.3.20, and the subsequent FDM and

OSSB modulation, the data streams of the I and the Q channels are superimposed in the optical spec-

trum. The quality of I/Q mixing such as imaging band rejection ratio cannot be evaluated directly from

the spectrum. In addition, if there is a need of channel add/drop in an intermediate node, the I and theQ
channels cannot be dropped separately. Fig. 11.3.22 shows a modified technique for I/Q up-conversion

which utilizes a 90 degree hybrid coupler at the input, which is able to up-convert the I and the Q chan-

nel onto the upper and the lower sidebands separately. The spectral separation between the I and the Q
channels makes de-multiplexing much simpler, which can be accomplished simply by spectral

filtering.

As an example, Fig. 11.3.23 shows the experiment setup used to test a hybrid-SCM system (Hui

et al., 2016). In this example, four RF subcarriers are used at frequencies of f1¼1GHz, f2¼3GHz,

f3¼5GHz, and f4¼7GHz, respectively. Eight independent data channels are created by an arbitrary

waveform generator (AWG) which produces Nyquist pulse-modulated data streams through FIR

filtering, and each channel has 1GHz full bandwidth. Two data channels are frequency up-converted

by each RF subcarrier through I/Q mixing be translated to the upper and lower sidebands of the

subcarrier. The four data-loaded subcarriers are multiplexed through a RF combiner and converted

into an optical signal through an OSSB modulation which can be accomplished with a dual-

drive EOM.
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FIG. 11.3.22

Block diagrams of I/Q frequency up-conversion, shifting the I and the Q channels to the upper and lower

sidebands independently.

FIG. 11.3.23

Block diagram of a hybrid digital-RF subcarrier transmitter generating four4 subcarrier channels. Broadband

receiver with high- speed ADC is used in the receiver to recover all subcarrier channels.
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Fig. 11.3.24A shows the RF spectrum with all the four subcarriers fully loaded with data. In this

figure, each subcarrier channel is shown with a different color. Thanks to the digital filtering which

created tightly confined spectrum of each data channel, there is no spectral overlap between adjacent

subcarrier channels even though no spectral guard band between then is reserved. This maximizes the

spectral efficiency. Fig. 11.3.24B shows a subset of the spectrum in which the upper sidebands of the 1,

3, and 5GHz subcarriers, and the lower sideband of the 7GHz subcarrier are loaded with data, but the

opposite sidebands of these subcarriers are empty. The independence of the upper and lower sidebands
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RF spectra of hybrid digital-RF multiplexing with four subcarriers. (A) All four subcarrier channels are fully loaded

with data, and (B) the upper sideband if 1, 3, and 5GHz subcarriers and the lower sideband of the 7GHz

subcarrier are loaded with data while the opposite sidebands of these subcarriers are empty.
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of each subcarrier provides the full flexibility for channel multiplexing, which also allows the evalu-

ation of image sideband rejection ratio through spectral measurement. The digital-RF hybrid approach

effectively reduces the speed requirement on the DAC by parallel processing. In fact in this example,

each DAC only needs to handle 1GHz data bandwidth to support the overall 8GHz data bandwidth of

the system.

The composite RF spectra shown in Fig. 11.3.24 is then converted into optical domain through an

OSSB modulation based on a dual-electrode Mach-Zehnder EOM and a laser diode operating in con-

stant wave (CW). As the spectral resolution of a typical optical spectrum analyzer (OSA) is not better

than 0.01nm (equivalent to 1.25GHz in the 1550-nm wavelength window), the OSSB spectrum mea-

sured by an OSA shown in Fig. 11.3.25A does not clearly display the spectral shape. A coherent
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FIG. 11.3.25

OSSB optical spectrum measured with an optical spectrum analyzer with 0.01nm resolution bandwidth (A), and

coherent heterodyne detection (B).
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heterodyne detection can be used to convert the optical spectrum to the RF domain for the spectrum

measurement with a much better spectral resolution. Fig. 11.3.25B shows the heterodyne spectrum of

the OSSB-modulated optical signal with 8GHz bandwidth on the upper side of the optical carrier. In

this figure, the horizontal axis is the relative optical frequency with the frequency of the optical carrier

set at zero.

For the OSSB modulation using a dual-drive Mach-Zehnder modulator as discussed in Chapter 7,

the modulator is biased at the quadrature point. Small modulation index has to be used to guarantee the

linearity of modulation and to achieve high image-side rejection ratio. On the other hand, the disad-

vantage of small modulation index is the low energy in the signal sideband in comparison to that in the

optical carrier, which is clearly shown in Fig. 11.3.25.

If a high-speed ADC is available as the setup shown in Fig. 11.3.23, all RF subcarrier channels can

be digitized and processed in the digital domain to recover the data carried on all subcarriers. This in-

cludes frequency down-conversion of each subcarrier channel by mixing with a digitally generated

subcarrier in the DSP unit with phase synchronization. Fig. 11.3.26A shows an example of measured

RF spectrum at the receiver after photodetection and a high-speed ADC. In this example, only two RF

subcarrier channels are used at 5 and 7.2GHz, each carrying an I-channel on the lower sideband and a
Q-channel on the upper sideband. Both the I and the Q channels are digitally created, and each of them

has 1GHz bandwidth consisting 10 QPSK-modulated subcarrier channels of 100 Mb/s symbol rate.

Each Nyquist filter used to generate these tributary digital subcarrier channels has 100MHz bandwidth

and β¼10% roll-off rate. The spacing between centers of adjacent digital subcarrier channels is

110MHz, resulting in a bandwidth efficiency of 90%. The inset of Fig. 11.3.26A shows spectrum de-

tails around the 5GHz subcarrier, revealing narrow spectral gaps between low rate tributary digital

subcarriers.

In this particular system, the overall transfer function is not ideally flat across the pass band, which

is largely attributed to residual reflections from RF components and connectors commonly exist in

practical systems. In fact, in this example as much as 3dB transfer function ripple is observed in

the spectrum across the 4GHz bandwidth as shown in Fig. 11.3.26A. The nonuniformity of the RF

transfer function can be minimized with careful engineering of RF circuits. Fig. 11.3.26B shows

the EVM of all 40 recovered digital subcarrier channels. The average EVM is approximately 11%, with

about 5% variation from channel to channel. In addition to the impact of chromatic dispersion and SNR,

the EVM and its variation across channels can be caused by the spurious reflections in the RF circuit,

the cross talk between RF subcarrier channels, and between I andQ channels of the same RF subcarrier

due to the nonideal IQ mixing.

In order to identify the impact of opposite sideband rejection ratio in the RF I/Qmixing process, one

of the two sidebands on each subcarrier channel can be set to zero for comparison. Fig. 11.3.27A shows

the RF spectrum in the receiver in which the I-channel on the 5GHz carrier and the Q-channel on the

7.2GHz carrier are turned-off, while in Fig. 11.3.27B, the Q-channel on the 5GHz carrier and the I-
channel on the 7.2GHz carrier are turned-off. The opposite sideband rejection ratio is on the order of

10dB in this experiment. This nonideal sideband rejection is primarily caused by the inaccuracy of the

RF 90° hybrid, the efficiency mismatch of the two mixers, as well as the spurious reflections and in-

terferences caused by RF connectors used in constructing the IQ mixer. Fig. 11.3.27C shows the values
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FIG. 11.3.26

Two double-sideband RF subcarriers at 5 and 7.2GHz, each carrying I and Q channels. (A) Spectrum measured

with a high-speed receiver. (B) EVM of recovered digital subcarrier channels.
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Two single-sideband RF subcarriers at 5 GHz and 7.2GHz, each carrying an I orQ channel. (A) Spectrameasured

with a high-speed receiver. (B) EVM of recovered digital subcarrier channels.
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of EVM of all 20 tributary subcarrier channels in each spectral setting shown in Fig. 11.3.27A and B.

The overall average EVM in the SSB-modulated system is 6.6%, which is lower than the 11% EVM

shown in Fig. 11.3.26B, mainly because there is no data loaded in the opposite sideband of each sub-

carrier. The cross talk between the I and the Q channels of the same RF carrier due to the nonideal

sideband rejection of the IQ mixer can have significant contribution to EVM degradation. Although

Fig. 11.3.27B has widely separated spectral components between the two subcarriers, the EVM values

are very similar to those with spectrum shown in Fig. 11.3.27A where spectral components of the two

RF subcarriers are separated only by 10MHz. This indicates that the cross talk between different RF

subcarrier channels is negligible thanks to the sharp cutting edge of digital filters.

Although a broadband optical receiver with a high-speed ADC can be used to convert the entire

signal optical spectrum into the digital domain, the digital/RF hybrid system is most suitable for nar-

rowband receivers based on the RF frequency down-conversion of selected subcarrier channels.

Fig. 11.3.28A shows the block diagram of RF frequency down-conversion using an IQ mixer which

can replace the receiver used in Fig. 11.3.23. This receiver can selectively detect any subcarrier channel

by tuning the frequency fi (with i¼1, 2, 3, 4) of the RF LO for frequency down-conversion. A LPF

(fifth-order Bessel with 1.75GHz 3dB-bandwidth) is placed before each ADC to prevent aliasing

of high-frequency components. In this experiment, only 1GHz analog bandwidth is required for each

ADC to accommodate the symbol rate carried on each subcarrier channel. Fig. 11.3.28B shows the

spectra of the down-converted I and Q channels from the 7.2GHz subcarrier. In this example, both

the upper and the lower sidebands are loaded with data for both the 5 GHz and 7.2GHz subcarrier

channels, and the spectrum is the same as that shown in Fig. 11.3.26A. The recovered Q-channel car-
ried on the upper sideband of the 7.2GHz subcarrier only has approximately 1.1GHz bandwidth as
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FIG. 11.3.28

(A) Block diagram of frequency down-conversion based on the IQmixing in the receiver, (B) spectra of recovered I

(black) and Q channel (yellow) on the 7.2GHz RF carrier, and (C) measured EVM of I and Q channels.

53511.3 DIGITAL SUBCARRIER MULTIPLEXING
shown in Fig. 11.3.28B. But the recovered I-channel carried on the lower sideband of the 7.2GHz has
much wider bandwidth because the spectral components from 1.1 to 3.3GHz (as there is a 0.1GHz

guard band between subcarrier channels) belong to channels carried by the 5GHz subcarrier which

can be removed by low-pass filtering. The EVM of the recovered constellation diagrams is shown

in Fig. 11.3.28C with an average value of approximately 10%, similar to that obtained with the wide-

band receiver.

In order to demonstrate the impact of OSNR, a noise-loading experiment is carried out, in which a

controllable optical noise from an erbium-doped fiber amplifier (EDFA) is combined with the optical

signal through a variable optical attenuator (VOA) and a fiber directional coupler. This is a common

technique for system performance testing by varying OSNR. Fig. 11.3.29A shows the measured EVM

as the function of OSNR. Again, two RF subcarriers at 5 and 7.2GHz were used in this measurement

with spectrum shown in Fig. 11.3.26A. For the SSB-modulated system, in which the Q-channel on the
5GHz subcarrier and the I-channel on the 7.2GHz subcarrier are turned off, so that cross talk due to the
nonideal opposite-sideband rejection does not exist. For the case of DSB modulation, both the 5 and

7.2GHz subcarriers are fully loaded with the I- and the Q-channels, and thus cross talk due to nonideal
opposite-sideband rejection contributes to additional EVM degradation. With QPSK coding, a BER of

10�3 corresponds to an EVM of approximately 33%. Overall, the relatively high value of the required

OSNR in this experiment is primarily due to the low optical modulation index with an optical signal to
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(A) EVM as the function of OSNR for DSB and SSB-modulated subcarriers, (B) SSB-modulated RF spectrum at

receiver, and (C) DSB-modulated RF spectrum at receiver.
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carrier power ratio of approximately �20dB as indicated in Fig. 11.3.25. Assume each subcarrier has

1GHz bandwidth, the OCNR should be 6 and 3dB lower for the DSB and SSB-modulated signals,

respectively, compared to the OSNR shown in the horizontal axis of Fig. 11.3.29A. Notice that there

is an approximately 4.5dB difference in the required OSNR between SSB and DSB-modulated system

as shown in Fig. 11.3.29A.Within which, 3dB is due to the increased OCNR in the SSB system, and the

rest 1.5dB is the penalty attributed to the nonideal IQ mixing and the cross talk introduced between the

opposite sidebands of the same RF carrier.
11.3.3.2 Signal-signal beat interference in DSCM with direct detection
A coherent optical receiver based on the I/Q detection is able to linearly translate the optical field into

electronic domain, and is able to recover both the amplitude and the phase information carried by the

optical signal. However, an optical LO has to be used, which has to be phase synchronized to the trans-

mitter laser, making a coherent receiver expensive. On the other hand, direct detection using a single

PD in the receiver can be much simpler. Nonetheless, for systems based on the IMDD, optical signal is

DSB modulated, and the transmission performance is susceptible to chromatic dispersion. The impact

of chromatic dispersion cannot be compensated in the electronic domain due to the spectral folding of

direct detection.

OSSB modulation can be used to improve the spectral efficiency as discussed above. In a direct-

detection receiver, the SSB optical signal mixes with the unsuppressed optical carrier at the PD, so that

signal optical spectrum can be linearly translated to the electronic domain, which avoids spectral fold-

ing. This is similar to coherent detection, except that the reference optical signal is not from a LO at the

receiver; rather it is received with the optical signal from the transmitter. This “self-coherent” detection

allows dispersion compensation and channel equalization to be performed in the electronic domain.

In a “real” coherent detection receiver, the power of LO is much higher than the received optical

signal so that the useful photocurrent signal is the mixing between the LO and the optical signal, and the
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direct-detection contribution of the optical signal is negligible. For self-coherent detection, the carrier

component is not much stronger than the signal sideband, so that intermixing among different spectral

components of the signal can be significant, which is known as signal-signal beat interference (SSBI).

To generalize, for a multi-carrier system with optical SSB modulation, the optical field can be

expressed as

E tð Þ¼
ffiffiffiffiffiffiffiffi
Pave

p
1 +

XN
k¼1

mkak tð Þe�j2πfk t

" #
(11.3.9)

where Pave is the average optical power and N is the total number of subcarriers. fk is the subcarrier

frequency,mk is the modulation index, and ak(t) is the normalized data bits carried by the kth subcarrier
channel. Here, ak(t) is assumed to be real for simplicity. In Eq. (11.3.9), the negative sideband is

rejected, which can be accomplished by using a dual-drive, or I/Q, Mach-Zehnder modulation as dis-

cussed in Chapter 7, or by using optical filtering. At a direct-detection receiver, the photocurrent is

proportional to the square of the optical field, that is,

I tð Þ¼ℜPave 1 +
XN
k¼1

mkak tð Þe�j2πfk t

�����
�����
2

(11.3.10)

where ℜ is the responsivity of the PD. The useful part of the photocurrent is the mixing between the

carrier and the signal sidebands,

ilinear tð Þ¼ 2ℜPave

XN
k¼1

mkak tð Þcos 2πfktð Þ¼ℜPave

XN
k¼1

mkak tð Þ e2πfk t + e�2πfk t
� �

(11.3.11)

which is a real photocurrent, and the amplitude is linearly proportional to the data signal on the

subcarriers.

Meanwhile, signal subcarriers also mix among themselves to create SSBI,

iSSBI tð Þ¼ℜPave

XN
i¼1

XN
k¼1

mimkai tð Þak tð Þei2π fi�fkð Þt i 6¼ kð Þ (11.3.12)

This indicates that the frequency components of SSBI will range from DC to � fN, with fN the highest

subcarrier frequency.

As an example, Fig. 11.3.30A shows an OFDM spectrum with 2.5GHz bandwidth of subcarriers on

both positive and negative frequency sides, and �2.5GHz< f<2.5GHz is reserved as a guard band to

observe the impact of SSBI. This electric domain OFDM signal can be uploaded onto an optical carrier

through OSSBmodulation, which creates an optical field shown in Eq. (11.3.9) with a relatively strong

optical carrier component and a single optical sideband. In the direct-detection receiver, this optical

field is square law detected by a PD to recover the signal carried on subcarriers, but this process also

produces unwanted SSBI. The spectrum of the photocurrent is shown in Fig. 11.3.30B, where the SSBI

noise caused by intermixing among subcarriers is quite pronounced within the low-frequency guard

band between �2.5 and 2.5GHz. If subcarrier channels are assigned within this low-frequency band,

cross talk with SSBI can be significant, degrading signal quality. In a DSCM system employing direct

detection, a spectral guard band has to be reserved to avoid the signal subcarriers to interact with the

SSBI components, and thus the spectral efficiency will be reduced by 50%.
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(A) OFDM spectrum with 2.5GHz signal bandwidth, and a 2.5-GHz guard band is reserved at low frequency. (B)

Spectrum of photocurrent in which noise level is increased significantly within the guard band due to SSBI.
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As the signal components in the photocurrent is produced by the mixing between the optical carrier

and the signal subcarriers, while SSBI is created by intermixing among subcarriers, the ratio between

signal photocurrent and SSBI is dependent on the modulation index mk in Eq. (11.3.10). High modu-

lation index will increase SSBI as indicated by Eq. (11.3.12), but low modulation index will reduce the

modulation efficiency as most of the signal power will remain in the optical carrier, which degrades the

carrier-to-noise ratio (CNR).

Various techniques have been proposed to reduce the impact of SSBI in multi-carrier optical sys-

tems with direct detection. Compatible-OSSBmodulation is one of such techniques in which the multi-

carrier signal is loaded onto the exponent of the optical field in the optical transmitter (Zhang et al.,

2010),

E tð Þ¼
ffiffiffiffiffiffiffiffi
Pave

p
exp

XN
k¼1

mkak tð Þe�j2πfk t

( )
(11.3.13)

With square-law detection of a PD at the receiver, the photocurrent is

I tð Þ¼ℜPave exp 2
XN
k¼1

mkak tð Þe�j2πfk t

( )
(11.3.14)

The multi-carrier signal can be recovered from this photocurrent by a nature logarithm operation in the

digital domain,

i tð Þ¼ ln I tð Þ½ � ¼ ln ℜPave½ �+ 2
XN
k¼1

mkak tð Þe�j2πfk t (11.3.15)

There is no intermixing among subcarrier channels, so that no SSBI is introduced. However, putting the

multi-carrier signal into the exponent tends to increase the peak-to-average power ratio (PAPR) of the
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modulated signal, and the signal waveform in the time domain becomes highly asymmetric which often

affects the receiver sensitivity and increases the required OSNR.

Another technique is to digitally compensate the impact caused by SSBI (Peng et al., 2009), which

can be done both in the transmitter for pre-compensation and in the receiver for post-compensation.

Fig. 11.3.31A illustrates the iterative procedure of SSBI compensation. In this process after direct de-

tection, the data on the OFDM sideband are first recovered through the normal procedure of fast Fourier

transform (FFT), channel equalization, and decision with the impact of SSBI. Then, the multi-

subcarrier OFDM waveform is recreated and squared to mimic the impact of a PD. This allows

the creation of the SSBI noise waveform in the digital domain. This SSBI waveform is then subtracted

from the originally received signal waveform. In principle, this process can be repeated multiple times

to minimize the effect of SSBI, but the effectiveness diminishes as the number of iteration increases.
(A) (B)

FIG. 11.3.31

(A) Block diagram of iterative digital SSBI compensation in a direct-detection OFDM receiver and (B) received

signal spectra before (red) and after (blue) SSBI compensation. (Note: the signal sidebands of the red spectrum

without compensation are blocked by the blue spectrum.)
Fig. 11.3.31B shows a gapped OFDM spectrum with 2.5GHz spectral width of the signal sideband

on each side, and a gap of �2.5GHz< f<2.5GHz in the middle for demonstration purpose. Upon

direct detection, SSBI creates significant cross talk components inside the guard band

(�2.5GHz< f<2.5GHz) shown as the red spectrum in Fig. 11.3.31B. The SSBI has a signature trian-

gular spectral shape originated from the convolution process of signal-signal interference predicted by

Eq. (11.3.12). The electric spectrum after a single iteration of SSBI correction is also shown in

Fig. 11.3.31B as the blue line spectrum, which clearly demonstrates significant reduction of SSBI noise

within the guard band. Although iterative SSBI compensation in the digital domain can be effective, it

requires significant digital processing which increases the complexity of the system. This to some ex-

tent diminishes the major advantage of direct detection which is the simplicity.

11.3.3.3 The Kramers-Kronig algorithm
For optical systems based on the OSSB modulation and direct detection, SSBI is a major problem lim-

iting the system performance. In addition to the iterative digital compensation technique as discussed in

Section 11.3.3.2, a Kramers-Kronig (KK) technique (Mecozzi et al., 2016) is more promising, which is
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able to reconstruct the complex optical field from the direct-detection photocurrent if the optical signal

satisfies a minimum-phase condition.

Let us start from the complex envelope of the OSSB-modulated optical field defined in Eq. (11.3.9)

E tð Þ¼Ec 1 + s tð Þ½ � (11.3.16)

where Ec ¼
ffiffiffiffiffiffiffiffi
Pave

p
is a constant optical carrier with Pave the average signal optical power, and

s(t)¼P
k¼1
N ak(t)e

� j2πfkt represents the normalized composite signal complex field carried in the OSSB.

Since [1+ s(t)] is complex, it can be defined by its magnitude and phase, so that

1 + s tð Þ½ � ¼ 1 + s tð Þj je�jφ tð Þ (11.3.17)

Applying a nature logarithm operation on both sides of Eq. (11.3.17), we have

ln 1 + s tð Þ½ � ¼ ln 1 + s tð Þj j� jϕ tð Þ¼ ur tð Þ + jui tð Þ (11.3.18)

where ur(t)¼ ln j1+ s(t)j and ui(t)¼ �ϕ(t) are real and imaginary parts of ln[1+s(t)].
Under the condition of js(t)j<1, ln[1+s(t)] can be expended into a series as ln[1+

s(t)]¼P
n¼1
∞ n�1(�1)n+1sn(t). We have assumed that the spectrum es ωð Þ of the time-domain signal

s(t) has only a SSB, that is, es ωð Þ¼ 0 for ω<0. The spectrum of sn(t), which is the nth-order autocor-
relation of es ωð Þ, should also be SSB. The classic KK relation (Kronig, 1926; Kramers, 1927) implies

that if the spectrum of ln[1+s(t)] is SSB, its real and imaginary parts, ur(t) and ui(t), are not indepen-
dent, instead they are related by

ur tð Þ¼�
ð∞

�∞

ui τð Þdτ
π t� τð Þ (11.3.19a)

and

ui tð Þ¼
ð∞

�∞

ur τð Þdτ
π t� τð Þ (11.3.19b)

Based on this KK relation and Eq. (11.3.18), we have

ϕ tð Þ¼�
ð∞

�∞

ln 1 + s τð Þj j
π t� τð Þ dτ (11.3.20)

In a direct-detection receiver, the photocurrent is proportional to the signal optical power,

i tð Þ¼ℜPave 1 + s tð Þj j2

where ℜ is the PD responsivity. Since

ln
ffiffiffiffiffiffiffi
i tð Þ

p
¼ ln

ffiffiffiffiffiffiffiffiffiffiffiffiffi
ℜPave

p
1 + s tð Þj j

n o
¼ 1

2
ln ℜPaveð Þ+ ln 1 + s tð Þj j

and

ð∞

�∞

ln ℜPaveð Þ
2π t� τð Þ dτ¼ 0
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Eq. (11.3.20) can be expressed as the function of the photocurrent as

ϕ tð Þ¼�1

π

ð∞

�∞

ln
ffiffiffiffiffiffiffiffi
i τð Þp

t� τ
dτ¼�H ln

ffiffiffiffiffiffiffi
i tð Þ

p� �h i
(11.3.21)

where H f tð Þ½ � ¼ 1
π

Ð∞
�∞

f τð Þ
t�τ dτ represents a Hilbert transform of f(t).

This Hilbert transform shown in Eq. (11.3.21) can also be conveniently implemented in the fre-

quency domain as

Φ ωð Þ¼ j � sign ωð Þ �F ln
ffiffiffiffiffiffiffi
i tð Þ

p� �n o
(11.3.22)

where F{f(t)} represents the Fourier transform of f(t), and sign(ω) is the sign of ω, that is, sign(ω)¼ �1

for ω<0, and sign(ω)¼1 for ω�0. Then, the time-domain phase ϕ(t) can be obtained from Φ(ω)
through an inverse Fourier transform. This allows the reconstruction of the complex optical field by

E(t)¼Ec[1+ s(t)]

E tð Þ¼
ffiffiffiffiffiffiffi
i tð Þ
ℜ

r
e�jϕ tð Þ (11.3.23)

The baseband complex data signal s(t) can be recovered through s(t)¼E(t)/Ec�1.

Throughout this analysis, it is apparent that in order for the KK technique to be effective, there are

two major constrains. The first necessary condition is that the optical spectrum has to be SSB, so that

the real and the imaginary parts of the optical field are related through the KK relation. The second

necessary condition is that the carrier component has to be stronger than the signal sideband so that

1+ s(t)>0 is always true for the nature logarithm operation. This second condition is also known as

the minimum-phase condition (Mecozzi et al., 2016).

While OSSB has been discussed previously, it might be helpful to have more detailed discussion on

the implication of the minimum-phase condition: the optical field E(t) is considered minimum phase
only when its time trajectory does not wind around the origin of the complex plane. To satisfy this

condition, the modulation index has to be small enough so that js(t)j<1 at any time,

max s2 tð Þ�� ��� �
< 1 (11.3.24)

In practice, since the normalized signal in the sideband s(t) is time varying, statistic values of the signal

such as the carrier-to-signal power ratio (CSPR) and the PAPR are often used to specify the optical field

and the modulated optical signal, respectively, which are defined as

CSPR E tð Þf g¼ 1

s2 tð Þh i (11.3.25)

PAPR S tð Þf g¼
max s tð Þj j2

n o
s2 tð Þh i (11.3.26)

so that

CSPR E tð Þf g¼ PAPR S tð Þf g
max S tð Þj j2

n o (11.3.27)
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FIG. 11.3.32

Examples of time trajectories of optical field on the complex plane with four different values of 1/max{js(t)j2}.
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where hs2(t)i is the ensemble average of the signal carried by the sideband. For the same value of 1/max

{js(t)j2}, CSPR may not be the same which depends on the PAPR of the signal. For DSCM, PAPR

increases with the increase of the number of subcarrier channels N, and thus higher CSPR is required

to satisfy the minimum-phase condition.

Fig. 11.3.32 shows four examples of time trajectories of optical field with different values of 1/max

{js(t)j2}. To obtain this figure, only a single subcarrier channel is used on one side of the carrier, and

with the bandwidth equal to the subcarrier frequency. s(t) is a 16-QAM signal shaped by a raised-cosine

filter with the transfer function of Eq. (11.3.8), and with a roll-off factor of β¼0.1. This results in a

PAPR of 3.8, which is equivalent to 5.8dB.

For Fig. 11.3.32A, the optical carrier component is completely suppressed with 1/max{js(t)j2}¼0,

so that the trajectory of the optical field encircles the origin. Fig. 11.3.32B was obtained with 1/max

{js(t)j2}¼1 which narrowly satisfies the minimum-phase condition, and the trajectory of the optical

field does not encircle the origin. At that condition, CSPR¼PAPR which is 5.8dB. Fig. 11.3.32C
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corresponds to a CSPR¼3dB, so that 1/max{js(t)j2}�0.53 based on Eq. (11.3.27), which is smaller

than 1, and therefore, the trajectory of the optical field encircles the origin. Fig. 11.3.32D shows a sit-

uation where the optical carrier component is much stronger than the signal sideband with

CSPR¼9dB, corresponding to 1/max{js(t)j2}�2.1. In this case, the trajectory of the optical field

is kept far away from the origin on the complex plane.

Fig. 11.3.33 shows the block diagram of a KK receiver. After direct detection through a PD and

amplified by a TIA, the photocurrent i(t) is digitized by an ADC and sent to the KK processing unit.

In the KK process, the positive and real-valued digital sequence of the photocurrent from the ADC is

first normalized and resampled to a higher sampling rate. Usually >4 samples/symbol is required be-

cause the logarithm operation may expand the bandwidth considerably. Next, the phase of the optical

signal E(t) is calculated by applying the Hilbert transform to the natural log of the square root of the

sampled photocurrent. Then, the phase of the optical field calculated from this process is applied to the

square root amplitude of photocurrent so that the complex optical field E(t) can be reconstructed. A

DSP unit is able to compensate for the impact of chromatic dispersion following the standard algo-

rithms developed for coherent receivers. In the phase recovery process, the bandwidth of the recovered

optical field is reduced, and thus a data sequence can be down-converted to two samples per symbol to

save the DSP resources.

Fig. 11.3.34 shows an example of signal spectra and constellation in a system based on the KK

receiver. The signal has a baud rate of 25Gbaud/s modulated with 16-QAM, so that the bit rate is

100Gb/s. Fig. 11.3.34A shows the SSB optical spectrum with 25GHz bandwidth which is shaped

by a Nyquist filter with β¼0.1. A CSPR of 9dB is used to guarantee the minimum-phase condition.

In this example, OSNR¼28dB is assumed at the receiver (optical noise is measured with 0.1nm res-

olution bandwidth). After direct detection with a PD, the photocurrent is a real waveform so that the

spectrum is DSB as shown in Fig. 11.3.34B. This photocurrent is digitized and sent to the KK process.

Fig. 11.3.34C shows the recovered complex optical field spectrum which has the total bandwidth of

25GHz. Although the center of the spectrum shown in Fig. 11.3.34C is at zero frequency, its positive

and negative sidebands are not redundant. The constellation diagram is then reconstructed from this

recovered complex optical field which is shown in Fig. 11.3.34D.

The KK algorithm provides better performance in suppressing the effect of SSBI compared to the

digital iteration schemes discussed above. However, there also have been some concerns in terms of

implementation complexity in the DSP. The complexity mainly arises from the requirement of up-

sampling to deal with the expanded bandwidth caused by nonlinear transfer functions of the natural

logarithm operation. Digital implementation of logarithm operation based on the lookup tables can also
FIG. 11.3.33

Block diagram of a KK receiver.
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FIG. 11.3.34

(A) OSSB spectrum, (B) electric spectrum after direct detection with a photodiode, (C) spectrum of recovered

signal optical field amplitude, and (D) recovered constellation diagram.
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be expensive in terms DSP resources. Nevertheless, the KK receiver can still be a viable solution with

relatively low cost for the recovery of complex optical field, and to avoid SSBI in a direct-detection

receiver.

11.3.3.4 DSCM with coherent detection
Coherent detection has been shown to have many advantages compared to direct detection. Coherent

detection can also be used in complex optical field modulated DSCM systems with the block diagram

shown in Fig. 11.3.34. In the transmitter, an I/Q EOM is used which converts the complex electric

signal into the complex optical field. The real and the imaginary parts of the driving electric signal,

VI(t) and VQ(t) are obtained after digital processing of the input data sequence and converted into



FIG. 11.3.35

Block diagram of a DSCM optical system with complex optical field modulation and coherent detection.
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analog domain through two DACs. Both OFDM and Nyquist-FDM can be applied in the digital pro-

cessing with IFFT to create OFDM channels, or with FIR filters to generate Nyquist pulse trains. At the

receiver, a 90 degree optical hybrid and two PDs are used which performs I/Q mixing between an op-

tical LO and the received signal optical field. The in-phase and the quadrature components II(t) and
IQ(t) of the photocurrent are digitized by two ADCs, and the digital signals are processed to recover

the data. For simplicity with the purpose of demonstrating the concept, polarization diversity and bal-

anced detection, commonly used in coherent receivers, are not shown in Fig. 11.3.35.

As an example, Fig. 11.3.36 shows the spectra of an OFDM system with different number of sub-

carrier channels (Zhang et al., 2011). In this example, 10 independent QPSK data streams are used,

each digitally uploaded onto a subcarrier in the DSP module of the transmitter to form a composite

OFDM signal. The real and the imaginary parts of the OFDM signal are converted into analog domain

through two DACs with 22 GS/s sampling rate. The analog voltage waveforms VI(t) and VQ(t) are am-

plified to drive an electro-optical IQ modulator. The overall analog bandwidth of the transmitter is ap-

proximately 10GHz. At the output of the modulator, an EDFA boosts the optical signal power to

approximately 1dBm before it is launched into 75km standard SMF for transmission. The lasers used

in both the transmitter and the coherent receiver have narrow spectral linewidth of less than 100kHz to

minimize phase errors in the optical field detection. Based on the same principle if I/Q mixing for fre-

quency up-conversion discussed above, two parallel voltage waveforms used to drive the two arms of

the IQ EOM are

VI tð Þ¼
Xm
k¼1

QkL tð Þ�QkU tð Þf gcos 2π
Δf � k
2

� �
+
Xm
k¼1

IkU tð Þ� IkL tð Þf gsin 2π
Δf � k
2

� �
(11.3.28)

VQ tð Þ¼
Xm
k¼1

IkL tð Þ+ IkU tð Þf gcos 2π
Δf � k
2

� �
+
Xm
k¼1

QkU tð Þ+QkL tð Þf gsin 2π
Δf � k
2

� �
(11.3.29)

where IKU and QKU are in-phase and quadrature components of the kth subcarrier in the upper sideband
of the optical carrier; similarly, IKL and QKL are in-phase and quadrature components of the kth sub-
carrier in the lower sideband of the optical carrier; and Δf represents the bandwidth of each subcarrier.
QPSK modulation with 2.22Gb/s data rate is applied on each subcarrier channel. A total of 10 subcar-

rier channels were used, with 5 on each side of the optical carrier and the subcarrier channel spacing

was 1.11GHz. The optical bandwidth efficiency is approximately 2 bits/s/Hz for QPSK modulation.
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FIG. 11.3.36

Optical spectra of an OFDM-modulated signal with 5 (blue), 10 (red), and 1 (green) subcarrier channels

measured by an OSA. Insets are the corresponding optical spectra with 5 channels (A), 10 channels (B), and one

channel (C) measured with coherent heterodyne detection for fine spectral resolution.
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Because of the complex optical field modulation, the upper and the lower sidebands of the optical

signal carry different data channels which can be separated in the coherent detection receiver which

linearly down-converts the complex optical field into the electric domain.

Inset (A) in Fig. 11.3.36 shows the optical spectrum in which five data channels are loaded onto the

lower sideband of the optical carrier, while the upper optical sideband is empty. The spectrum shown in

the inset (B) of Fig. 11.3.36 has all 10 subcarrier channels (five on the upper sideband and five on the

lower sideband) fully loaded with data so that the total data rate is 22.2Gb/s. Inset (C) in Fig. 11.3.36

shows an example of the optical spectrum with only one subcarrier channel loaded with data. Spectra

shown in the insets of Fig. 11.3.36 were obtained with coherent detection so that the spectral resolution

is high enough to resolve detailed features. Blue, red, and green lines in Fig. 11.3.36 show optical spec-

tra corresponding to those shown in insets (A), (B), and (C) but measured with an OSA with 0.01nm

resolution bandwidth.

In the coherent detection receiver, the bandwidths of the PD and the RF preamplifiers are both wider

than 30GHz, and the bandwidth limitation is usually set by the speed of the ADCs. In this experiment,
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FIG. 11.3.37

Examples of measured BER vs. OCNR with different number of subcarrier channels. (A) Back-to-back and (B)

over 75-km standard single-mode fiber.
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the sampling speed of the ADC is 20GS/s with an approximately 6GHz analog bandwidth. To measure

the system transmission performance, an adjustable amount of ASE noise is added to the optical signal

before the coherent receiver, and to evaluate the required optical signal to noise ratio (R-OSNR) for the

target BER.

In an optical system with multiple subcarriers, the signal optical power is divided into multiple sub-

carrier channels, and therefore, the performance is determined primarily by the required OCNR (R-

OCNR), which is defined as the power ratio between signal power of each subcarrier and the optical

noise within 0.1nm resolution bandwidth.

Fig. 11.3.37 shows the measured BER vs. OCNR with different number of channels. There is neg-

ligible increase in OCNR penalty when the number of subcarrier channels increases from 1 to 5. Note

that in these measurements, all the five subcarrier channels are located on the upper sideband with re-

spect to the center optical carrier. When the other five subcarrier channels on the lower sideband of the

spectrum are added to make the total channel count to 10, an approximately 1dB OCNR penalty is

introduced. This can be partly attributed to the imperfect sideband suppression in the OSSBmodulation

process as described above. Compare Fig. 11.3.37B with Fig. 11.3.37A, there is negligible OCNR deg-

radation introduced after 75km fiber transmission. Results of numerical simulation are also shown in

Fig. 11.3.37. In the simulation, the linewidth of the laser was 100kHz, the fiber dispersion was

D¼16	10�6 s/m2, nonlinear index of fiber was n2¼2.6	10�20 m2/W, fiber attenuation parameter

was α¼0.2dB/km, and the effective core area was Aeff¼80μm2. The sampling rate of DAC and

ADC was both 22.2 GS/s, and other components were considered ideal with infinite bandwidths.

For a single-channel system, simulation predicted an approximately 1.5dB lower R-OCNR compared

to the experiment for the BER of 10�3. This discrepancy can be attributed to the distortion introduced

by the passband ripple of RF amplifiers, multiple reflections in the RF and optical paths, as well as

time jitter in the ADC process. For an ideal coherent detection receiver only considering LO-ASE

beat noise in the photodetection process, an oversimplified analytical solution can be obtained as
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when the local oscillator was tuned to the center optical carrier.

548 CHAPTER 11 APPLICATION OF HIGH-PEED DSP
OCNR¼Q2Be/(2B0) which provides the ultimate OCNR requirement for the QPSK-modulated subcar-

rier channels. For the optical bandwidth B0¼12.5GHz (0.1nm) used to measure OCNR and electrical

bandwidth Be¼1.11GHz (for each 2.22Gb/s QPSK subcarrier) for the signal, the required OCNR for

Q¼3.08 (BER�10�3) should be approximately �3.75dB.

Similar to the previous discussion of DSCM with direct detection, DSCM can be flexible with fine

data rate granularity of subcarrier channels also for coherent detection. When a certain data rate is

requested by an end user, multiple subcarriers can be delivered to the same user without changing

the network architecture. The end user only needs to tune the LO to the targeted subcarrier frequency

in the OFDM spectrum, and coherent IQ detection can translate the optical spectrum to the electric

domain with the selected subcarrier channel in the center. A selected group of subcarrier channels

within the receiver bandwidth can all be detected and recovered by the receiver DSP. In

Fig. 11.3.38A, the wavelength of the LO is set at subcarrier channel C9, and the BER of five adjacent

channels are measured, indicating no significant performance variation across these channels. One can

also set the LO at the center wavelength of the optical carrier as shown in Fig. 11.3.38B in an attempt to

detect all the 10 subcarrier channels. The results show reasonably uniform BER performance except for

the two outmost channels C1 and C10. The increased BER in these two channels is due to the bandwidth

limit of the ADC which is 6GHz, and potions of the spectra of these two channels are already outside

this receiver bandwidth.



549PROBLEMS
11.4 SUMMARY
In this chapter, we have discussed some applications of DSP in fiber-optic communication systems.

With the rapid technological advance in CMOS digital electronics, high-speed ADC, DAC, and

DSP become available and affordable, enabled many new functionalities in the recent years which were

not even conceivable two decades ago. The introduction of DSP has changed many design perspectives

as well as architectures of optical systems and networks. Some important optical domain functionalities

are now pushed to the electronic domain with much improved flexibility and accuracy. The combina-

tion of coherent detection and DSP has enabled the compensation of chromatic dispersion and PMD

adaptively in the electronic domain. This elimites the need for optical domain compensation of these

impairments. Adaptive DSP allows polarization multiplexing to be used to further increase the spectral

efficiency by creating an inverse Jones matrix in the receiver DSP which effectively removes the ran-

dom mode coupling effect in the fiber. DSP is also indispensable in optical-phase tracking for carrier

phase recovery in coherent detection. This relaxes the otherwise very stringent requirement on the laser

phase noise.

Most of the DSP functionalities in an optical receiver are based on the digital filters with desired

complex transfer functions. Many signal processing techniques previously developed for RF and wire-

less communication are now utilized for optical systems. High-order digital filters, such as Nyquist

filters, with sharp cutoff edges in the transfer functions allow the tight confinement of optical signal

spectra, which enabled FDM with minimum or nonspectral guard band between adjacent channels.

Digital Fourier transform (DFT) and inverse DFT (IDFT) can also be used to for OFDM with high

spectral efficiency, and high tolerance to various transmission impairments such as chromatic disper-

sion and PMD. Dividing a high-speed and broadband optical channel into multiple subcarrier channels

through DSP without decreasing spectral efficiency is known as DSCM. Complementary to TDM, this

FDM mechanism can also be used for optical cross-connection and routing, which will be discussed in

Chapter 12.
PROBLEMS
1. Consider a 100Gb/s dual-polarization QPSK-modulated optical system operating in 1550nm

wavelength with a baud rate of 25Gbaud/s, and a clock period of T¼20ps. The accumulated

chromatic dispersion of the system is 10,000ps/nm. A FIR filter is used in the transmitter to perform

pre-compensation of chromatic dispersion.
(a) please find the maximum number of taps of the FIR filter (without spectral aliasing),

(b) plot filter coefficient (real and imaginary parts) as the function of k, and
(c) plot the phase of the FIR filter as the function of relative frequency (set center frequency to

be zero).
2. Consider a 1600-km long fiber optic link operating in the 1550-nm wavelength window having a

dispersion of 17ps/km/nm. If information is signaled at a rate of 10Gbaud using an ideal Nyquist

filter with roll-off factor of 0,
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(a) Determine the maximum amount pulse broadening (in ps) (assume only two frequency

components separated by the baud rate). What will be the width of the broadened pulse in terms

of number of symbols?

(b) If we use a time-domain FIR filter for compensating the dispersion effect, determine

approximately, the minimum required number of symbol-spaced taps. Compare this result with

the solution from (a.)
3. A fiber-optic system with 10Gbaud symbol rate. In the process of PMD equalization using the

butterfly structure using “five” tap symbol-spaced adaptive FIR filter,

(a) What is the amount of peak DGD that can be compensated (in ps)?

(b) If the fiber PMD parameter is 0:5ps=

ffiffiffiffiffiffi
km

p
which can be used to determine the mean-DGD, and

assume the system has to tolerate four times the mean DGD, what is the maximum PMD-

limited fiber length? (Read Section 8.5.1.2 for the property of PMD.)

(c) Compare problems 2 and 3, please discuss which compensating circuit (dispersion or PMD) is

more complex and which one usually needs to be dynamically adjusted?
4. Consider a 40-Gb/s PDM-QPSK coherent transmission system equipped with DSP, and the laser in

the transmitter has a spectral linewidth of 500kHz. Assume the received signal has very high SNR

so that the phase error is mainly caused by the phase noise of laser sources. Viterbi-Viterbi

algorithm is used for digital phase recovery at 1 Sample/Symbol and with a window width of 1000

symbols. Also assume the worst case that the noise phase linearly grows with time, and the

accumulated noise phase within the window of 1000 symbols [i.e., noise phase is φ(T)¼2πΔv �T,
where Δv is the combined linewidth of the transmitter laser and the LO and T is the window width]

has to be less than π/2 to avoid cycle slip.

(a) What is the symbol rate of this system?
(b) What is the maximum allowable linewidth for the LO at the receiver side to avoid

cycle slip?
5. In an optical system with coherent homodyne receiver, assume the combined spectral linewidth of

the transmitter laser and the LO in the receiver produce a Gaussian phase noise with the probability

distribution function (PDF) of phase PDF φð Þ¼ 1
σ
ffiffiffiffi
2π

p exp � φ2

2σ2

� �
, where the variance is

σ2¼2πΔv �T with T the time interval in which phase noise is measured.
(a) For a linewidth-symbol rate product ΔvTs¼10�5, what is the probability that the differential

phase (caused by laser linewidth) between adjacent data symbols is higher than 0.01π rad?

[Hint: use error function erfc xð Þ¼ 2=
ffiffiffi
π

pð Þ Ð∞
x

exp �y2ð Þdy]
(b) If data are QPSK modulated, and use Viterbi-Viterbi for phase recovery with a window width

consisting of 1000 symbols, what is the probability for the phase variation (caused by laser

linewidth) to be larger than π/2 within this time window? (This is the probability of cycle slip.)
6. Create a QPSK data sequence X[n]¼A0exp{j[φs(n)+φn(n)]} for n¼0, 1,…,5000, where A0 is the

amplitude, φs(n) represents data phase with four possible values {�1,� j}, and φn(n) is the phase
noise associated with the nth data sample. Assume the phase noise is created by the mixing

between the transmitter laser and the LO in the receiver with φn(n)¼5	10�6π
P

0
nrandn(m),
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where randn(m) with (0�m�5000) is the normalized randomGaussian noise [can be generated in

Matlab using randn(1,5000)]. The impact of SNR can be neglected.

(a) Use Viterbi-Viterbi phase recovery algorithm with window length of 50 symbols, please
compare the original phase noise waveform and the recovered noise waveform.

(b) Repeat (a) but with window length of 500 symbols.
7. Repeat problem 3, but using BPS algorithm described in Fig. 11.2.9.

8. Consider a DSP-based fiber optic transmission system designed for transporting data at 10Gbaud

symbol rate. Using 16-QAM as the modulation format and OFDM as a subcarrier multiplexing

scheme, compute the following.
(a) What is the achieved data rate in bits/s using the above transmission system?

(b) Assuming a DAC sampling frequency of 20Gsps, and the number of subcarriers is 256, what

is the symbol rate carried by each subcarrier and what is the frequency spacing between

adjacent subcarriers?

(c) Determine the OFDM symbol time in ps.
9. Consider a 10Gbaud OFDM system using 256 subcarriers, and the DAC sampling rate is 20 Gs/s.

The accumulated fiber dispersion in the fiber system is 10,000ps/nm in the 1550nm operating

wavelength window. When OSSB modulation is used, the lowest and the highest-frequency

subcarriers are separated by the total symbol rate (10GHz in this case). Using cyclic prefix to

combat the dispersion problem,
(a) What is the required length of cyclic prefix duration in (ps) that is just enough to compensate

the dispersion induced differential delay?What is the percentage of this cyclic prefix in terms

of the symbol time of each subcarrier?

(b) In this system, if the number of subcarriers, N, can be changed, express the percentage of

cyclic prefix duration in terms of the symbol time of each subcarrier.
10. Simulation: This exercise will demonstrate the impact of fiber dispersion on Generate a 10Gbaud

NRZ signal and transmit it through a dispersive fiber with transfer function shown in Eq. (11.2.4).

Assume the following: NRZ signal has a length of 100,000, sampling frequency of 50Gsps, fiber

length of 80km andD¼17ps/km/nm. Plot the eye diagram of NRZ signal after fiber transmission.

Repeat the above simulation for baud rates of 1, 2, and 5Gbaud.What do you observe from the eye

diagrams? Now, determine the number of symbol-spaced FIR taps needed to compensate the

dispersion for all the four baud rates.

11. Numerically recreate Fig. 11.3.17 with the following steps: (1) create 1Gb/s NRZ 29 PRBS with

512 bits, and up-sample to 16 data samples per bit, (2) apply FFT to convert this time-domain

waveform into frequency, (3) multiply with the Nyquist filter transfer function shown in

Eq. (11.3.7) with 1GHz FWHM bandwidth and roll-off factor β¼0.1, and (4) apply IFFT to

convert the Nyquist filtered spectrum back into time domain and plot the eye diagram.

12. Numerically create a sinc function A tð Þ¼ sin πt=Tð Þ
πt=T to represent a signal pulse of digital “1” with a

pulse width T. Use 20 samples per pulse width (i.e., δt¼T/20) for a time window�50T� t�50T.
Apply FFT, plot find the power spectral shape, and find the spectral bandwidth.P

(a) Construct a PRBS of 30 bits with each bit represented by U tð Þ¼ 30

n¼1an
sin π t�nTð Þ=Tð Þ
π t�nTð Þ=T

(b) Plot eye diagrams.
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13. Consider frequency up-conversion based on the I/Q mixing with the block diagram shown in

Fig. 11.3.20. If the two complex baseband signals are I(t)¼ej2πF1t and Q(t)¼e� j2πF2t, and they

need to be carried by a subcarrier at frequency fi.
(a) Write the expression of the output complex waveform after frequency up-conversion.
(b) What is the minimum value of fi to avoid spectral aliasing?

(c) If F1¼ 10MHz, F2¼ 15MHz, and fi¼50MHz, please sketch the amplitude of the up-

converted spectrum.
14. Similar to problem 13, but now the frequency up-conversion is based on the I/Q mixing with the

block diagram shown in Fig. 11.3.22 (with an extra 90 degree hybrid compared to Fig. 11.3.20).

Again, assume the two complex baseband signals are I(t)¼ej2πF1t and Q(t)¼e� j2πF2t, and they

need to be carried by a subcarrier at frequency fi.
(a) Write the expression of the output complex waveform after frequency up-conversion.
(b) If F1¼ 10MHz, F2¼ 15MHz, and fi¼50MHz, please sketch the amplitude of the up-

converted spectrum.
15. Simulation: Create four independent waveforms following Problem 11 (Nyquist channel with

1GHz bandwidth). Then, frequency up-convert them onto subcarrier frequencies of 1, 2.2, 3.3,

and 4.4GHz based on the complex I/Q mixing block diagram shown in Fig. 11.3.22.

16. Consider a SSB-modulated optical signal with the optical field expressed by Eq. (11.3.9). The

signal has five equal-amplitude [ak(t)¼1] frequency components at f1¼1GHz, f2¼1.1GHz,

f3¼1.2GHz, and f4¼1.3GHz. Assume ak(t)¼1, and mk¼0.2 with k¼1, 2, …5. After direct

detection at the receiver, what are the relative amplitudes of SSBI components at 0.1, 0.2, and

0.3GHz in comparison to the signal photocurrent at 1GHz? (Assume all the SSBI components at

the same frequency coherently add up for the worst case.)
17. In a multi-subcarrier optical transmitter, if the information is carried by the power of the optical

signal (without using OSSB modulation), is there SSBI problem at the direct-detection receiver?

Please explain the reason.

18. Simulation: For the five-channel subcarrier system described in problem 16, but now the

modulation is compatible-OSSB. Please create the five discrete frequency tones numerically,

multiplex them together into an optical field based on Eq. (11.3.13). Plot the electric power

spectral density after direct-detection and nature logarithm operation.

19. Consider a DSCM system with KK receiver. The system has five equal amplitude subcarrier

channels so that the normalized signal is s(t)¼P
k¼1
5 a �e� j(2πfkt+ϕ

k
) with f1¼1GHz, f2¼ 2GHz,

f3¼ 3GHz, f4¼ 4GHz, and f5¼ 5GHz. The amplitude, a, of each subcarrier channel is constant

and the phase, φk, is random.
(a) What is the maximum value of a to satisfy the minimum phase condition?

(b) With the maximum allowable amplitude, a, of each channel, what is the carrier to signal

power ratio (CSPR) of the optical signal?
20. Consider a DSCM system with on 10 subcarrier channels, and each channel is QPSKmodulated at

4 GS/s baud rate. With coherent homodyne detection, the required OCNR is related to the targeted

Q value as OCNR¼Q2Be/(2B0), where Be¼4GHz is the electric bandwidth of each DSCM

channel and B0¼12.5GHz (0.1nm) is the optical bandwidth to specify OCNR. In order to achieve

Q¼3 for all DSCM channels, what is the required OSNR?
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INTRODUCTION
Optical networks provide the communication backbone of the internet. As the internet traffic has been

growing exponentially, with more and more diversified services and applications, the capacity of op-

tical networks has to expand accordingly. In the previous chapters, we have discussed properties of
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physical layer optical components and performance evaluation criteria of optical transmission systems.

While an optical transmission system usually refers to a point-to-point optical link between a transmit-

ter and a receiver, a communication network is much more general, including communication among a

large number of users at many different locations, and with various different types of services and ap-

plications. In addition to ensuring the communication quality between users, optical network has to

take into account the efficiency and flexibility of resources sharing when many users have access

to the same network at the same time. Low probability of traffic jam and blocking, large available com-

munication capacity to users, and high reliability are among desired properties of optical networking. In

order for an optical network to be efficient and to provide various types of services to a large number of

users, a set of rules and regulations has to be agreed upon by network developers, operators, and users.

Depending on application requirements, various different optical network architectures have been de-

veloped and standardized. This chapter introduces basic optical network concepts which include layers

of optical network, data encapsulation and connection mechanisms and standards, as well as optical

network topologies, architectures, protection mechanisms, and survivability. We also discuss a number

of special optical network architectures including passive optical networks (PONs), datacenter optical

networks, and short distance optical interconnection. Data traffic switching and routing are highly dy-

namic in optical networks just like traffic in complex road networks with conjunctions, interchanges

and bridges. Application of circuit switching and packet switching in optical networks, and their ad-

vantages and limitations are discussed. Optical circuit switching can handle wide spectral bandwidth,

and transparent to modulation format of the optical signal, it has clear advantages in switching high-

speed optical channels. However, optical switching is relatively slow and bandwidth granularity is usu-

ally coarse, and thus packet switching has to be used to further improve dynamic bandwidth sharing

efficiency and flexibility among many users. At the end of this chapter, digital subcarrier cross-connect

(DSXC) switching is introduced as an alternative to packet switching. DSXC is based on circuit switch-

ing but is able to provide fine enough data rate granularity and high spectral efficiency.
12.1 LAYERS OF COMMUNICATION NETWORKS AND OPTICAL
NETWORK TOPOLOGIES
A communication network is shared by many end users of various applications as illustrated by

Fig. 12.1.1, where lines connecting different nodes can be fibers, wavelengths channels, or even virtual

paths from a network’s point of view. Information to be communicated between end-users has to be

first translated into formats that can be recognized by the network. The network then selects the best

path for the dialog between each pair of users (sender and receiver) depending on the availability of

routes in the network. For example, communication between users a and c can go through nodes

A!B!D!F, or through A!C!F, which is decided by network management and routing algo-

rithms. In a circuit-switched network, the route, once established, is dedicated for the communication

between the user pair and for a relatively long time without interruption. In a packet-switched network,

on the other hand, data stream coming out from each user is chopped into short pieces in time known as

packets. Consecutive data packets coming from a user may travel to the destination via different routes,

allowing more efficient algorithms to be used to maximize the efficiency of the entire network re-

sources. Each packet has an overhead section containing information such as source and destination
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identification, priority level in the network, routing/switching algorithm, and so on. At the receiver

side, these packets are re-aligned into the original data sequence.
FIG. 12.1.1

Illustration of a data communication network. A, B, C, D … are network nodes and a, b, c, d … are users.
12.1.1 LAYERS OF AN OPTICAL NETWORK
With the rapid increase of the number of users and the types of applications, the complexity of networks

increases exponentially to accommodate different applications and their bandwidth requirements, to

meet the minimum acceptable quality of service (QoS), and to minimize the cost. The introduction

of optical fibers into communication networks has provided drastically increased capacity compared

to the use of copper wires. Wavelength division multiplexing (WDM) further increased network ca-

pacity and flexibility, but at the same time increased the complexity of networking. Both network ar-

chitectures and network management algorithms have to be extensively modified to make the optimum

use of optical network’s capabilities.

In order to make a highly complex communication network manageable, a communication network

is usually divided into different layers based on their functionalities, and in principle, the resources of

lower layers are used to support applications of upper layers. Table 12.1.1 shows the classic layer hi-

erarchy of a network (Ramaswami and Sivarajan, 2002) defined by the International Standard

Organization (ISO).
Table 12.1.1 Layers of an optical network

Layer
number

Name of
layer Sublayers Functionalities

Higher

layers

Including session, presentation, and application layers to support

user applications and data format interpretation

4 Transport

layer

Provides end-to-end communication links between users with

correct data sequences. Responsible also for the management of

error correction, providing reliable and error-free service to end

users

Continued



Table 12.1.1 Layers of an optical network—cont’d

Layer
number

Name of
layer Sublayers Functionalities

3 Network

layer

Provides end-to-end circuits between users across multiple

network nodes and links, and in some cases defines quality of

service such as bandwidth and BER

2 Data link

layer

Logical link

control layer

Defines data structures for transmission in the physical layer,

including data framing, flow control, and multiplexing for logical

links

Media access

control layer

Provides flow control and multiplexing for the transmission

medium and coordinates the operations of nodes when they share

the same transmission resources such as spectrum or time slots

1 Physical

layer

Optical layer

(Optical

transport)

Provides wavelength based end-to-end optical connectivity

known as lightpath, optical transceivers, bit-error corrections

Fiber

infrastructure

Optical fibers, optical switches, inline optical amplifiers, multiple

fibers in cable
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From the bottom-up, the physical layer is usually divided into two sublayers: the fiber infrastructure
layer provides installed optical transmission media including optical fiber cables, inline optical ampli-

fiers such as EDFAs, optical switches, wavelength-selective routers, and wavelength division multi-

plexers and demultiplexers. The optical layer runs on the fiber infrastructure providing end-to-end

optical connectivity, known as lightpath, between optical nodes. Optical transceiver can be part of

the optical layer which serves as an interface between optical and electric domains. The optical layer

also needs to have mechanisms to guarantee the quality of optical transmission such as transmission

impairment mitigation and bit-error correction. Fig. 12.1.2 illustrates a more detailed physical layer

configuration and its relation to higher network layers.
FIG. 12.1.2

Illustration of physical layer configuration and its relation to higher network layers.
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In most data communication networks, a data stream is usually divided into short frames for trans-

mission over the physical layer. The data link layer (Ramaswami and Sivarajan, 2002) performs for-

mation, multiplexing, and de-multiplexing of data frames. Framing protocol defines how data is

encapsulated into frames and how these frames are transmitted in the physical layer. Each frame typ-

ically includes overhead information identifying the link and also allowing the detection of link errors

which may occur. Examples of data link protocols include point-to-point protocol (PPP) and high-level
data link protocol (HDLC). In IEEE 802 LAN/MAN standards, the data link layer is further divided

into a logical link control (LLC) sublayer and a media access control (MAC) sublayer. While LLC

provides flow control and multiplexing/de-multiplexing for the logical link, MAC provides a control

abstraction of the physical layer such that the complexities of physical link control are invisible to the

LLC layer and other upper layers of the network. MAC encapsulates higher-level frames into frames

appropriate for the transmission medium.

The network layer responds to service requests from the transport layer and translates the service

requests to the data link layer. It performs the end-to-end routing function which links each data packet

from its source to its destination via one or more network nodes. The most relevant example to explain

network layer functionalities is the Internet Protocol (IP). It is commonly used as TCP/IP because the

foundational protocol is the transmission control protocol (TCP) in the transport layer which is above

the network layer. IP in the network layer supports end-to-end data communication between users, and

specifies how data is split into packets, how address information is added into each packet, how packets

are transmitted, routed, and received by users. These packets are wrapped into frames in the data link

layer suitable for transmission.

The transport layer is connection-oriented, which defines the logical connections, error control

mechanisms, flow control, congestion avoidance, and many more services which are highly critical

for the network. In the TCP protocol, the entire path is predetermined before sending out a packet.

While IP is connectionless and each packet may go through a different route, TCP coordinates and

rearrange the sequence of packets. Flow control function provided by the transport layer is used to con-

trol the rate at which a user sends out data packets. Depending on the probability of network congestion,

the status of data buffering in the receiver and other conditions of the network, the packet delivering

rate may change with time. Transport layer is also used to ensure the reliability of data delivery. For

example, if some of the data packets do not arrive at the receiver due to network congestion, the trans-

port layer will have to schedule a retransmit of the lost or corrupted packets.

While the physical layer of an optical network provides wideband optical transmission medium,

upper layers of the network above the transport layer are more application oriented, which include ses-

sion layer, presentation layer and application layer. These higher layers support various user applica-

tions and data format interpretation, which are outside the scope of this book. There is a variety of

different optical network architectures and topologies suitable for different network scales and appli-

cations, which are discussed in the following sections.
12.1.2 OPTICAL NETWORK TOPOLOGIES
Optical network is the backbone of the current internet which supports a large variety of applications

worldwide. Architectural design of an optical network has to consider geographic coverage of the net-

work, bandwidth requirement of each section, efficiency of resources sharing with minimum blocking

probability, and the quality and flexibility of services provided to the users at lowest cost.
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From the point of view of physical layer optical network architecture, the most basic network to-

pologies include point-to-point, bus, star, ring, mesh, and tree, as illustrated in Fig. 12.1.3. Each topol-

ogy has its own advantages and disadvantages, and the selection of network topology should be based

on specific applications and geometric distributions of users. Different topologies can also coexist to

construct a larger network.
FIG. 12.1.3

Illustration of point-to-point, bus, ring, star, tree, and mesh topologies of networking.
First, let us look at the folded bus shown in Fig. 12.1.4. In this configuration, each transceiver is

connected to the bidirectional bus through two optical couplers, and thus any transceiver can commu-

nicate with any other transceiver through the bus. Consider that each fiber coupler has a power coupling

coefficient ε, the transmission of each coupler defined by Eq. (6.2.17) is 1�ε. Assume the fiber length

in each direction is L, and fiber loss is α, the number of users is N, and assume all the users are equally

spaced along the bus, the transmission loss between themth transmitter Txm and the nth receiver Rxn is,

ηn,m ¼�10log10 ε2 1� εð Þm+ n�2e�α m+ n�2ð ÞL=N
h i

(12.1.1)
FIG. 12.1.4

Configuration of a folded bus connecting N users.



(A) (B) 

FIG. 12.1.5

(A) Transmission loss between TxN and RxN�1 as the function of ε calculated with the user number N¼5, 10,

20, and 30. (B) Optimum coupling coefficient of couplers (left y-axis) and minimum transmission loss

between TxN and RxN�1 (right y-axis) as the function of N.
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The highest transmission loss is between the last transmitter TxN and its adjacent receiver RxN�1, which is

ηN,N�1 ¼�10log10 ε2 1� εð Þ2N�3
e�αL 2N�3ð Þ=N

h i
(12.1.2)

Fig. 12.1.5A shows the maximum loss as the function of ε for 5, 10, 20, and 30 users. As the fiber

attenuation is independent of ε, and almost independent of N for N≫1, we have only considered

the loss due to optical couplers in Fig. 12.1.5A, or in other words, we have assumed α¼0 in this case

for simplicity. When ε is high, the efficiency of sending and receiving power into and from the bus is

high, but the transmission loss through each coupler along the bus is also high. Thus there is an opti-

mum coupling coefficient to minimize the combined loss, which is dependent on the number of users.

Based on Eq. (12.1.2), the optimum coupling coefficient of coupler can be found as, εoptimum¼2/

(2N�1) which is shown in Fig. 12.1.5B. With the optimum coupling coefficient, the transmission loss

between TxN and RxN�1, as the function of N, is

ηN,N�1 ¼�10log10

2

2N�1

� �2

1� 2

2N�1

� �2N�3

e�αL 2N�3ð Þ=N
" #

(12.1.3)

This transmission loss is shown in Fig. 12.1.5B (right y-axis), also without considering the fiber loss.



FIG. 12.1.6

Configuration of a unidirectional ring connecting N users.
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Second, let us look at an example of unidirectional ring configuration connecting N users shown in

Fig. 12.1.6. In this configuration, each user is connected to the fiber ring through a 2�2 fiber direc-

tional coupler. Again consider that each fiber coupler has a power coupling coefficient ε, and thus the

power transmission of each coupler is 1�ε. Because the ring is unidirectional, transmission loss be-

tween user m and user n, with n>m, is

ηm,n ¼�10log10 ε2 1� εð Þn�m�2
e�αL n�mð Þ=N

h i
(12.1.4)

Here we have assumed that the users are equally spaced along the ring for simplicity. The maximum

transmission loss of this unidirectional ring is between the transmitter in node 1 and the receiver in node

N, which is

η1,N ¼�10log10 ε2 1�εð ÞN�3
e�αL N�1ð Þ=N

h i
(12.1.5)

Fig. 12.1.7A shows the maximum loss, based on Eq. (12.1.5), as the function of ε for N¼5, 10, 20, and

30 users without considering fiber loss (α ¼0). The optimum coupling coefficient of fiber directional

coupler to minimize this maximum transmission loss can be found as εoptimum¼2/(N�1) which is

shown in Fig. 12.1.7B (left y-axis). With this optimum coupling coefficient, the transmission loss be-

tween Tx1 and RxN, which is the highest possible loss in the network, as the function of N, is

ηN,N�1 ¼�10log10

2

N�1

� �2

1� 2

N�1

� �N�3

e�αL N�1ð Þ=N
" #

(12.1.6)

This transmission loss is shown in Fig. 12.1.6B (right y-axis).



(A) (B)

FIG. 12.1.7

(A) Transmission loss between Tx1 and RxN as the function of ε calculated with the number of users N¼5, 10,

20, and 30. (B) Optimum coupling coefficient of couplers (left y-axis) and minimum transmission loss

between TxN and RxN�1 (right y-axis) as the function of N.
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In comparison, a unidirectional ring has lower transmission loss than a folded bus of the same num-

ber of nodes. This is because unidirectional ring configuration uses a 2�2 fiber coupler for each trans-

ceiver, whereas folded bus uses two 1�2 fiber couplers for each transceiver.

The third example that we discuss is the star topology. Fig. 12.1.8A shows the configuration of a star

network based on anN�N star coupler. Assume an equal splitting ratio of all the input and output ports,

the intrinsic splitting loss of the N�N star coupler is

ηNxN ¼�10log10 1=N½ � (12.1.7)

In this case the transmission loss between any transmitter-receiver pair due to fiber coupler is identical,

which is the function of user number N, as shown in Fig. 12.1.8B. In comparison, the network based on

star coupler has much smaller splitting loss than both folded bus and unidirectional ring. But the se-

lection of network architecture depends on specific network requirements, user distribution, as well as

network reliability and protection concerns.
(A) (B)

FIG. 12.1.8

(A) Configuration of a star network based on an N�N star coupler, and (B) splitting loss of the star coupler

as the function of N.
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Although a star network can be built based on anN�N star coupler, it would be more flexible to use

2�2 optical directional couplers as building blocks. Fig. 12.1.9 shows two examples of 16�16

shuffle-net (Hluchyj and Karol, 1991) built with 2�2 optical couplers with different coupler

arrangements.
(A)

(B)

FIG. 12.1.9

Two examples of 16�16 star network based on the combination of 3dB directional couplers in four layers

(A) and six layers (B).
The 16�16 shuffle-net shown in Fig. 12.1.9A uses 32 2�2 directional couplers arranged into four

layers, and if all couplers are 3dB, the total splitting loss is 2�4 or equivalently �12dB (the same as

using a single 16�16 fiber coupler). While also for a 16�16 star network, the number of 3dB couplers

can be reduced by rearranging the configuration as shown in Fig. 12.1.9B. In this modified configu-

ration, 28 couplers are used with 12 2�1 couplers and 4 2�2 couplers. Since six layers of couplers are

used, the total splitting loss is increased to 2�6, which is �18dB.

Note that for the network topologies shown in Figs. 12.1.4 and 12.1.6, and Fig. 12.1.8, any receiver

can receive signals from all transmitters simultaneously, and thus time sharing has to be scheduled
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carefully to avoid signal contention. WDM can also be used for the signal selection and to improve the

network efficiency, which is discussed later.

In addition, for the three network topologies discussed above, the traffic is assumed unidirectional.

Although unidirectional network is simple, they are quite vulnerable to accidental fiber cut in the net-

work. Especially for the bus and ring topologies, if the fiber is accidentally cut somewhere in the bus (or

ring), the entire network will fail. To provide better protection, bidirectional network architectures are

often used in practice.
FIG. 12.1.10

Bidirectional double ring configuration. The dotted line is the normal path from node 1 to node x. If there is

a fiber cut in the clockwise ring, the path is switched to the solid line through the counter-clockwise ring.
Fig. 12.1.10 shows an example of bidirectional fiber ring, in which the output from each transmitter

can selectively send its output to one of the two parallel rings propagating in the opposite directions. In

a normal operation condition with no fiber cut anywhere, data traffic between two users can go through

either one of the two rings, but usually selects the one with a shorter path length and thus a lower loss.

This is illustrated as the dotted line (blue color) in Fig. 12.1.10 between node 1 and node x. However, if
the fiber along the primary path is accidentally cut, the traffic can be rerouted through the other ring

along the opposite direction as illustrated by the solid line (red color). Similar bidirectional
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configuration can also be used for the bus. There are more detailed discussions in ring network pro-

tection in the next section.

One of the key requirements of communication networking is the efficient sharing of network re-

sources by a large number of users. This resources sharing can either be in time domain or in frequency

domain. For the three examples discussed earlier, for time domain sharing, communication between

each user pair can be made within specific time slots scheduled by the network management so that

there is no interference or contention with other users. For wavelength domain sharing, each transmitter

can have a unique but fixed wavelength, and each receiver has a tunable optical filter which selects the

specific wavelength from the desired transmitter. Or alternatively, wavelength domain sharing can also

be based on wavelength-tunable transmitters and fixed-wavelength receivers.
(A) (B)

FIG. 12.1.11

(A) Optical network node based on WDM couplers to avoid intrinsic splitting loss, and (B) an n�n star

network with wavelength tunable transmitters.
In WDM optical networks based on bus or ring topologies, switchable WDM multiplexers (MUX)

and de-multiplexers (DEMUX) can be used to reduce insertion losses in each node. As shown in

Fig. 12.1.11A, each node can be equipped with two WDM couplers, WDM1 and WDM2. For the net-

work with fixed wavelength transmitters and tunable wavelength receivers, at node m, WDM1 can be a

fixed wavelength multiplexer (high coupling ratio for λm), while WDM2 has to be switchable with high

coupling ratio at λnwhere λn can vary. This allows the transmitter at λm to couple light into the network,

and the signal at wavelength λn originated from node n can be received. Or alternatively, a wavelength
switchable WDMmultiplexer (for WDM1) and a fixed-wavelength DEMUX (for WDM2) can be used

in each node for a network based on wavelength-tunable transmitters and fixed wavelength receivers.

BecauseWDMMUX and DEMUX do not have intrinsic splitting loss as in optical directional couplers,

loss budget can be significantly relaxed; especially when the number of users N is high.

With wavelength switchable optical transmitters, an n�n star network can also be built based on

WDM MUX and DEMUX as shown in Fig. 12.1.11B. In this configuration, by switching the wave-

length of an optical transmitter to λi (i¼1, 2, …, n), signal of this transmitter will be routed to the

ith receiver Rxi. This WDM-based star coupler does not suffer from intrinsic splitting loss of a con-

ventional star coupler.
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12.1.3 SONET, SDH, AND IP
Although optical fibers in the physical layer can provide wideband transmissionmechanisms, data to be

delivered from the source to the destination has to be packaged into a certain format and multiplexed

with data streams of other users for efficient sharing of network resources. This is considered as a client

layer within the optical layer, which processes data in electrical domain and aggregating a variety of

low-speed data streams of various applications and services into the network.

SONET (synchronous optical network) is one of the most important multiplexing standards for

high-speed transmission in North America. An equivalent standard widely used outside North America

is SDH (synchronous digital hierarchy). Both SONET and SDH are synchronous multiplexing struc-

tures in which all clocks in the network are perfectly synchronized. This allows the rates of SONET/

SDH to be defined as integer multiples of a base rate. Multiplexing multiple low-speed data streams

into a higher speed data stream for transmission, and de-multiplexing it back to low-speed streams at

the receiver are straightforward by interleaving. Note that for asynchronous multiplexing such as ple-

siochronous digital hierarchy (PDH) prior to SONET, bit stuffing is often needed to compensate the

frequency mismatch between tributary data streams.
Table 12.1.2 Transmission data rate of SONET and SDH

SONET SDH Bit rate (Mb/s)

STS-1 (OC1) 51.84

STS-3 (OC3) STM-1 155.52

STS-12 (OC12) STM-4 622.08

STS-48 (OC48) STM-16 2488.32

STS-192 (OC192) STM-64 9953.28

STS-768 (OC768) STM-256 39,814.32

STS-1920 (OC1920) STM-640 99,535.80

STS-3840 (OC3840) STM-1280 199,071.60
Table 12.1.2 shows the data rates of SONET and SDHwhich are often used in optical networks. The

basic rate of SONET is 51.84Mb/swhich is also known as synchronous transport signal level-1 (STS-1),

or optical carrier 1 (OC1) to specify the optical interface. Higher data signals STS-N (N¼3, 12, 24, 48,

192, 768, 1920, 3840, …) can be obtained by N-interleaving of N STS-1 data streams. Since SONET

is designed based on STS-1 frames, if one wants to multiplex M STS-N into STS-N�M, the common

practice is to de-multiplex each STS-N into N STS-1 frames and then multiplex M�N STS-1 frames

into a high rate STS-N�M. For SDH, the basic rate is 155.52Mb/s, which is higher than the basic rate

of SONET.

Before discussing the data frame structures of SONET/SDH, it is necessary to specify the four

layers of SONET/SDH, namely optical layer, path layer, line layer, and section layer as illustrated

in Fig. 12.1.12.



FIG. 12.1.12

Definitions of SONET/SDH layers.
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In Fig. 12.1.12, STS MUX multiplexes multiple low-rate incoming signal streams into a high data

rate STS-N signal, such as STS-192, and then converts the electrical signal into optical signal through

an optical transmitter for optical transmission. Regenerator is known as repeater, which detects the

incoming optical signal through an optical receiver, resamples and regenerates the electrical signal,

and then convert the regenerated electrical signal back to the optical domain through an optical trans-

mitter. Thus a regenerator performs O-E-O (optical-electrical-optical) transformations. In a SONET/

SDH network, low-rate tributary data streams can be dropped from or added into a high-rate data

stream without de-multiplexing the entire high-rate data stream. For example, an STS-12 data stream

can be dropped from an STS-192 channel through bit interleaving. In this case, header information is

used to identify individual low-rate data stream. Note that the add/drop functionality in Fig. 12.1.12 is

in the electrical domain. Layers in Fig. 12.1.12 are defined as follows:

Optical layer: it provides physical transmission medium which includes optical transmitter,

receiver, optical fiber, and multiple optical amplifiers if the distance is long enough.

Section layer: represents electrical domain data link between regenerators through optical layer

transmission medium.

Line: is the portion of a network between neighboring MUX/DEMUX including add/drop

multiplexer (ADM). In other words, the line layer may consist of multiple sections and is terminated

at each intermediate line terminal which can be MUX, DEMUX, or ADM.

Path: is the end-to-end connection from the point where a STS-1 frame is created to where the STS-

1 frame ends. In a simple point-to-point link, section, line, and path are the same.
FIG. 12.1.13

STS-1 frame structure.
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In the layered structure of SONET/SDH, each layer has a set of associated overhead information within

the data frame structure, which is added when the layer starts and removed when the layer is terminated.

The basic rate of SONET is STS-1. As shown in Fig. 12.1.13, each STS-1 frame has 810 bytes con-

sisting of 90 columns and 9 rows.With each byte carrying 8 bits, an STS-1 frame carries 8�810¼6480

bits. The first three columns carry transport overhead bytes, within which three rows carry section over-

head and six rows carry line overhead. The 4th column carries path overhead, which left the rest 86

columns carry the payload. Each STS-1 frame is 125μs long in time, corresponding to 8000 frames

per second, and thus the data rate is 6480�8000¼51.84Mb/s.

A higher speed STS-N frames can be multiplexed from N STS-1 frames through byte-interleaving.

The frame structure of STS-N is shown in Fig. 12.1.14, which has 9 rows and 90�N columns.

Section overhead and line overhead together occupy 3�N columns, 87�N columns are used for pay-

load, and one columnwithin the payload is dedicated for path overhead. The frame length in time is still

125μs, so that bit rate of STS-N is N�51.84Mb/s.
FIG. 12.1.14

STS-N frame structure.
Information carried in the section overhead and line overhead can be monitored for various pur-

poses, and each overhead byte has its own special function, which makes SONET/SDH attractive

for network management. More detailed description of overhead bytes and their specific functionalities

can be found in (Ramaswami and Sivarajan, 2002).

While SONET and SDH have highly regulated frame and network structures, IP is more flexible,

which becomes popular in modern dynamic optical networks. IP is a packet-switching protocol in

which information is delivered in packets, and the length of each packet can be variable. In a classic

layered network structure shown in Table 12.1.1, the position of IP is situated on top of the data link

layer, which is able to work with a variety of data link types and protocols such as Ethernet and token

ring as illustrated in Fig. 12.1.15, where PPP stands for point-to-point protocol,HDLC stands for high-

level data link control, TCP stands for transmission control protocol, and UDP stands for user datagram

protocol. Note that IP by itself does not provide an in-sequence delivery of data stream from the sender
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to the destination, and it has to be combined either with TCP or UDP which sits on top of the IP layer as

shown in Fig. 12.1.15 to support the logical connections of data delivery. This is the reason why terms

such as TCP/IP or UDP/IP are often used in IP networks.
FIG. 12.1.15

IP in the layered hierarchy.
In an IP network, each packet originated from a sender can be routed into its destination via a number of

intermediate routers. When a packet arrives in a router, the router decides the next adjacent router that the

packet needs to be forwarded to. The routing decision is based on the information carried in the packet

header and a routing table provided by the networkmanagement. The routing decisionmay change dynam-

ically depending on the traffic situation and network resources availability at each moment. For example,

for the IP network shown in Fig. 12.1.16, a packet at router 1with the intended destination of router 8 can be

forwarded to routers 2, 4, or 5 depending on the availability of network resources and routing algorithm. If

router 1 decided to forward the packet to router 5, then the next routing decision that router 5 makes should

be forwarding the packet to is final destination at router 8. However, if the link between router 5 and router 8

is busy at the moment, the packet can also be forwarded to 3 or 7 before being forwarded to router 8.

In order to make valid forwarding decision, each router in an IP network has to be aware of all other

routers in the network and their availability of connectivity at each moment. As network configuration

and traffic situation can be dynamic, network maintenance process has to be automatic. This mainte-

nance is done through a distributed routing protocol: each router broadcasts link-state packets as soon

as it detects any change of its link with adjacent routers. This allows all routers in the network to be

informed about any change of other routers, and to update look-up routing tables dynamically.
FIG. 12.1.16

Example of routing a packet from router 1 to router 8. Solid arrows: actual routing paths, and dashed arrows:

possible routing paths.



FIG. 12.1.17

An IP packet structure.
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Fig. 12.1.17 shows the IP packet structure (Huitema, 1999) known as IPV4. IP packet encapsulates

data received from the higher layer and adds header which contains all necessary information for the

delivering of the packet to the end users and for the intermediate node to make optimum forwarding

decisions. More specifically the header should include the following information:

Version: specifies the version number of IP protocol used in the network, such as IPV4 (the fourth

version of the internet protocol).

IHL: (Internet header length) specifies header length of the IP header.

DCSP: (Differentiated service code point) defines the type of service.

ECN: (Explicit congestion notification) contains information about the estimated congestion in the

expected route of packet.

Total Length: specifies the total length of the Packet, which includes both header and payload.

Identification: is an identification of the original IP packet. In case if the packet is fragmented

during the transmission, all the fragments should carry the same identification number.

Flags: tells if the packet is too large for the network resources to handle, and if the packet needs to
be fragmented or not. If the packet is not too large, this 3-bit flag is set to “0.”

Fragment Offset: tells the position where the original packet was fragmented.

Time to Live: specifies the maximum number of routers this packet is expected to travel across.

After going through each router in the network, its value is reduced by one, and thus when the value

of “time to live” reaches zero, the packet should be discarded. This is designed to avoid packet

looping in the network which may cause problems.

Protocol: identifies specific protocol that should be used for the next layer, such as ICMP (Internet

Control Message Protocol), TCP (transmission control protocol), or UDP (user datagram protocol).

Header Checksum: is the digital value of the sum of the entire header, which is used to verify if the

packet is received error-free by simply checking bit parity.

Source Address: is a 32-bit IP address of the packet sender.

Destination Address: is a 32-bit IP address of the packet receiver. Both source and destination

addresses are keys to identify the IP packet origin and destination, which allow each router to make

correct forwarding decision.
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Options: although not often used, it can be used if the value of header length is too high (say, greater
than 5). These options may also be used to specify options such as security and time stamp.

IPV6 packet structure has also been standardized which is two time larger than IPV4. In IPV6, frag-

menting packets are not used, and a QoS mechanism is built-in that distinguishes delay-sensitive

packets (Stallings, 1996).

In an IP network different packets can be routed through different routes to maximize network

efficiency. Even consecutive packets from the same sender to the same destination can be routed

differently through the network, and sequenced at the receiver to reconstruct the original data stream.

One important concern in an IP network is the lack of QoS mechanism. As different packets may take

different routes through the network with different degradation characteristics and different delays,

some packet may be dropped due to transmission errors or due to traffic congestions in the interme-

diate nodes, QoS cannot be universally guaranteed. Among various efforts to improve QoS, Differ-
entiated Services has been used extensively in IP networks. Because different applications may have

very different requirements on the signal quality, packets can be grouped into different classes and

treated with different levels of priorities. The class-type indicated in each packet header specifies

how this packet needs to be treated in each router. Although differentiated services helped different

customers get what they have paid for, the overall average quality of the network largely remains the

same. In order to further improve the QoS of IP network MPLS (multiprotocol label switching) is

introduced.

MPLS is a layer sandwiched between the IP layer and the data link layer, or simply considered

as part of the IP layer. As a connection-oriented network technique, MPLS provides a label-

switched path (LSP) between nodes in the network. In an MPLS network, each data packet is

assigned with a label, and packet-forwarding decision in a participating router is made solely based

on the contents of this label without the need of reading into the packet itself. Thus, end-to-end

circuits can be established across the transport medium, independent of particular model used

in the data link layer, such as SONET or Ethernet. A router implemented with MPLS functionality

is commonly referred to as a label-switched router (LSR). MPLS network has completely separate

control plane and data plane so that the process of label switching and forwarding is independent of

LSP creation and termination. The process of setting end-to-end LSP is a control plane function,

and each LSR maintains a label forwarding table. An LSR extracts the label from each incoming

packet, replace the incoming label by the outgoing label, and forward the packet to the next route

based on the forwarding table.

In a conventional IP network, packet forwarding in a router is largely autonomous without a no-

tation of end-to-end path, and thus different packets between the same source-destination pair can take

different routes based on the current status of the routing table of the routers. MPLS, on the other hand,

has the ability to specify end-to-end packet paths in the network. This allows network planner to op-

timize routing paths based on various criteria such as balancing network loads, minimizing congestion,

and minimizing packet delays. The ability of having explicitly selected routing paths also allows the

guarantee of QoS for high priority traffic in the MPLS network. Traffic of different priority levels can

be assigned with different routing paths. More specifically, highest priority traffic can be assigned rout-

ing paths with maximum available bandwidth, minimum packet traveling latency, andminimum rate of

packet loss. Thus, the QoS of MPLS is much more deterministic and less random compared to the

conventional IP.
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12.2 OPTICAL NETWORK ARCHITECTURES AND SURVIVABILITY
12.2.1 CATEGORIES OF OPTICAL NETWORKS
The architecture of an optical network can be designed and optimized based on many parameters such

as geometric distribution of users, communication capacity requirements, availability of fiber plants,

locations of transmission and switching equipments, and so on. In general, optical networks can be

divided into a number of categories based on the geometric locations and the nature of services as il-

lustrated in Fig. 12.2.1.
FIG. 12.2.1

Categories of optical networks: WAN: wide-area network, MAN: Metro-area network, LAN: local-area network.
Wide-area network (WAN) usually refers to a large scale network with high-speed backbone fiber-

optic links connecting between cities, regions, and even countries. The lengths of these fiber links are

normally more than 100km, which can be terrestrial or transoceanic. Multiple inline optical amplifiers

may be used to compensate for transmission losses in the optical fibers. Based on DWDM technology,

transmission capacities in backbone fiber links can be multi-Terabits per second. Because of the high

capacity and long distance, equipment used for backbone fiber links are most expensive, requiring

high-quality lasers, external modulators, low-noise amplifiers, as well as the requirement of compen-

sation of various linear and nonlinear transmission impairments.
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Metropolitan area network (MAN), or simply metro network, connects business enterprises and

buildings within a city. Depending on the size of the city, fiber links in a MAN can range from a few

kilometers to tens of kilometers, but usually less than 100km. In comparison with wide-area networks

(WANs), a metro network needs more flexibility in terms of bandwidth and fiber link distance to support

a large variety of different demands and applications. Surprisingly, the demand for transmission capacity

in metro networks has been growing more than that in the backbone because of the increased percentage

of local traffic in the internet. In many circumstances, installing new fibers in a city, especially in the

metropolitan area of a big city, is cost prohibitive. Thus increasing transmission capacity and improve

bandwidth efficiency in existing fibers are among important issues in metro networks.

Local-area network (LAN) is a network that connects users in a local area which can be as small as a

house and as large as an area with a small number of buildings. Campus network, which provides inter-

connection among several LANs within a single organization of business, can be considered as an ex-

tension of LAN, but the area of coverage may be larger. In addition to the connectivity and available

bandwidth to the end user, cost effectiveness is an important concern for a LAN. Ethernet is the most

popular format that is currently used in local-area networks which allows users to share the cost and

the resources of the network. Because of the short distance, normally notmore than a few hundredmeters,

LED-based transmitters are often used in LAN to reduce the cost. Large core multi-mode or plastic fibers

can also be used to relax optical connection accuracy requirements and reduce system maintenance cost.

Access network is a network that connects local-area networks to the nearest metro network. As both

WAM andMAN are generally owned by one or more telecom or network service providers, while a LANs

is usually owned by the user or an enterprise that runs the LAN, access network is considered a gateway and

an interface that connects subscribers to their immediate service provider. Internet traffic that originates

from users in the LAN is aggregated and sent upstream into the MAN, and network traffic from outside

world travels downstream from MAN to the LAN all through the access network. In recent years,

bandwidth-intensive applications, such as video on demand, cloud computing and smart phones, made in-

ternet traffic increasingly heterogeneous and unpredictable. Although traffic dynamics can be averaged out

in large networks because of the large number of users, the “bursty” nature of data traffic can overwhelm the

access network if the bandwidth is not wide enough to accommodate instantaneous traffic surge. Access

network, commonly known as the last-mile, is often recognized as the bottleneck of the optical network.

Data Center network (DCN) provides interconnection between computational and storage re-

sources within a data center and communicate between different data centers. In order to meet the

growing demands of cloud computing, both the number and the size of data centers around the world

grow rapidly. Although the geometric area of a data center can be relatively small, data traffic within a

data center connecting hundreds of thousands of servers can be very heavy and highly dynamic. In

addition to the ability of providing very wide interconnection bandwidth, DCN needs to be highly scal-

able, energy efficient, and highly reliable.
12.2.2 OPTICAL NETWORK PROTECTION AND SURVIVABILITY
Reliability is one of the most important concerns of communication systems and networks. Telecom-

munication service providers usually guarantee 99.999% (five 9’s) availability of the connection for the

users. That corresponds to less than 2 h interruption of communication within 20 years. Practically

network failure may happen due to a number of reasons such as device/component and hardware fail-

ure, software malfunction, fiber cut due to construction, and human errors in operation, to name a few.
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In practical network design, the most common way of protecting network from failing is to provide

a redundant protect path (or even multiple redundant paths) on top of each working path. When the

working path fails, the network immediately switches to the protect path. However, the requirement

of redundant paths not only makes the network more complex but also increases the overall cost.

The reliability of the network obviously depends on the architecture of the network and degree of pro-

tection redundancy. Tradeoff has to be made between the reliability and the cost of the network. In the

following, we discuss a few protection techniques in different network architectures.

Fig. 12.2.2A shows a bidirectional point-to-point link between transceivers A and B, over a working
fiber pair 1 and 2. Fiber 3 and 4 are reserved as protection channels. If only one fiber, say fiber 1, is

accidentally cut, the traffic from TXA to RXB can be switched to fiber 3. At this point, the return traffic

from TXB to RXB can either stay with fiber 2 or switched to fiber 4 depending on the locations of fiber

pairs. In general, communication paths 1, 2, 3, and 4 shown in Fig. 12.2.2A do not have to be actual

fibers; they can be wavelength channels in aWDM scenario. In that case, failure of a particular channel

can be caused by crosstalk from neighboring channels, wavelength dependent gain/loss of EDFA, or

problems related to WDM MUX and DEMUX.
(A) 

(B) 

FIG. 12.2.2

Dedicated (A) and shared (B) protection schemes. Solid lines: working channels, dashed lines: protection

channels.
For dedicated protection, each working channel is associated with a redundant protection channel.
Another option is to use shared protection to reduce the cost, as shown in Fig. 12.2.2B. For shared

protection, the number of protection channels is less than that of working channels. In the example
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shown in Fig. 12.2.2B, only one pair of protection channels is reserved in the link while there are n
working channels. If one of the working channels fails the traffic can be switched to the protection

channel. Shared protection fails if multiple working channels fail simultaneously and there are not

enough protection channels to back them up. In that case, the network has to protect channels based

on their priority levels.

In addition to the protection again fiber channel failures, optical transmitter and receiver may

also fail which need to be protected as well. Fig. 12.2.3 shows a unidirectional WDM transmis-

sion system with n wavelength channels. In the dedicated protection scheme shown in

Fig. 12.2.3A, each transmitter and receiver has its dedicated backup at the same wavelength.

As soon as the working transmitter or receiver fails, the backup device switches on to replace

the failed device. Fig. 12.2.3B shows the shared protection scheme in which only one backup

transmitter and one receiver are used to protect the entire WDM system. While optical receivers

are usually wavelength insensitive, optical transmitters in a WDM system are wavelength selec-

tive. Thus, the backup transmitter has to be wavelength tunable, which can be switched to any

wavelength when a transmitter at that wavelength fails.
(A) 

(B) 

FIG. 12.2.3

Dedicated (A) and shared (B) protection schemes for transmitters (TX) and receivers (RX).
Although a wavelength tunable transmitter is more costly than a fixed wavelength transmitter, using

one wavelength tunable transmitter to backup n fixed wavelength transmitter still makes sense in terms

of cost reduction and the reduced complexity.

Ring configuration has become very popular in optical networks mainly because of its simplicity

and the effectiveness of protection schemes known as self-healing. Both two fiber ring and four fiber

ring are discussed which are classic examples of self-healing feature of network protection.



(A) (B) 

FIG. 12.2.4

(A) Configuration of unidirectional path-switched rings (UPSR) with self-healing protection functionality

and (B) configuration of each node. Solid line: working links and dashed line: protection links.
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Fig. 12.2.4A shows a SONET ring with two fibers connecting six nodes. The fiber ring shown in

solid line provides working links in the clockwise direction, and that shown in dashed line is the pro-

tection ring with the transmission direction counterclockwise. Each node with the configuration

shown in Fig. 12.2.4B is a SONET ADM with the ability of electronic add/drop in the line level.

As both working and projection rings are unidirectional, this configuration is known as unidirectional

path-switched rings (UPSRs). The transmitter sends the optical signal directly to both working and

protection rings in the opposite directions, and the receiver also detects optical signals from both

rings. Now let us use communication between nodes 1 and 5 as an example to explain how this pro-

tection scheme works. Traffic from node 5 to node 1 goes through working links 5w, and 6w via node

6, and the return traffic from node 1 to node 5 needs to go through links 1w, 2w, 3w, and 4w, via nodes 2,

3, and 4, all in the clockwise direction. Meanwhile, traffic between nodes 5 and 1 also travels count-

clockwise through the protection ring. In normal operation condition, the receiver in each node com-

pares signals received from both directions and chooses the one with the better transmission quality

such as higher signal-to-noise ratio. The simultaneous use of the bidirectional traffic in the 2-fiber-

ring configuration also allows the balance of propagation delay in the two directions. For example,

there is no intermediate node when sending signal from node 2 to node 3 through link 2w. However,

the return signal from node 3 to node 2 would have to go through nodes 4, 5, 6, and 1 if only the

working ring is used. In this situation, the protection link 2p will be a better choice for sending signal

from node 3 to node 2.

Now, if there is a fiber cut, for example at links 6w and 6p as shown in Fig. 12.2.5, or equivalently if

node 6 fails, traffic from node 5 to node 1 will be rerouted through links 4p, 3p, 2p, and 1p, while the

return traffic from node 1 to node 5 still goes through links 1w, 2w, 3w, and 4w. Switching and selection

of the better transmission path is automatically accomplished with feedback electronic circuits and

software control.



FIG. 12.2.5

UPSR fault protection against fiber cut (at 6w and 6p), or node failure (node 6).
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Another example of is the four-fiber ring configuration shown in Fig. 12.2.6, where both working

paths and protection paths use two-fiber bidirectional fiber rings. This is commonly known as bidirec-

tional line-switched rings (BLSRs). In this configuration, each node has four pairs of transceivers, so

that the total capacity is doubled in comparison to the two-fiber ring shown in Fig. 12.2.4. In a normal

operation condition, bidirectional connection allows the selection of shortest distance for communica-

tion between two nodes. For example, bidirectional data traffic between node 5 and node 1 only use 5w
and 6w instead of going through the longer route.

There are two types of fault protection mechanisms that are usually used for BLSRs, namely span

switching and ring switching. If a transmitter or a receiver in a node that is associated with the working

ring fails, data traffic for that particular span will be switched from working ring to the protection ring.

This is known as span switch. For example, if the transmitter in node 1 going clockwise to the working

ring fails, the traffic from node 1 to node 2 will be switched to the protection transmitter that sends data

traffic from node 1 to node 2 through the protection fiber 1p. In this case, only one span is impacted without

affecting other spans. Span switch can also be used to protect working fiber cut. However, if the entire fiber

cable is cut which carries both working fiber and protection fiber in a certain span, ring protection has to be

used. For example, if both 6w and 6p are cut, traffic between node 6 and node 1 will be rerouted through

protection fibers 1p, 2p, 3p, 4p, and 5p via nodes 2, 3, 4, and 5.
(A)
(B)

FIG. 12.2.6

(A) Configuration of bidirectional line-switched rings (BLSR) with self-healing protection functionality, and (B)

configuration of each node. Solid line: working links and dashed line: protection links.
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Because the protection capacity in BLSR is shared among all the connections, it is generally more

efficient than UPSR in protecting distributed traffic patents (Ramaswami and Sivarajan, 2002).
12.3 PASSIVE OPTIC NETWORKS AND FIBER TO THE HOME
Access networks, connecting end users to telecommunication service providers, are commonly known

as the last-mile networks. In order to meet the needs of a large variety of user applications, access net-

works have to be flexible in terms of capacity and signal format. At the same time, access networks also

have to be low cost and requiring lowmaintenance efforts so that they can be owned or at least partially

owned and maintained by the consumer. Historically, voice with 4 kHz analog bandwidth has been the

major service for many years through twisted copper telephone wires. Digital subscriber line (DSL) is

then introduced to support digitized voice channel at 64kb/s data rate, known as DS0. With the intro-

duction and rapid growth of internet, the demand of data rate increases dramatically, and broadband

DSL based on frequency division multiplexing (FDM) with discrete multi-tone (DMT) modulation has

been used to increase the transmission capacity and reduce the impairments of twisted copper wires. At

the same time, cable TV (CATV) is another driver for the demand of broadband access. Broadcast

CATV with large number of FDM channels may need up to 1GHz bandwidth. Nowadays, internet

traffic has been extremely diversified, including digital videos, teleconferencing, gaming, and high-

speed data download and upload. The bandwidth demand on access networks can no longer be handled

by twisted copper wires in many circumstances, and thus fiber-optic access networking becomes the

best choice.

Fiber to the home (FTTH) refers to fiber connection between a service-provider and many house-

hold users to provide virtually unlimited optical layer bandwidth dedicated to each user. Whereas,

fiber to the curb (FTTC) refers to fiber connection between a service provider and the neighborhood

(curb) of a community which may include a group of users. In FTTC, although optical signals at the

curb has to be converted to electrical signal and distributed to users through twisted copper wires or

even broadband wireless systems, the curb is much closer to the users compared to the service pro-

vider. A general terminology FTTx is usually used, where “x” can be home for FTTH, and curb
for FTTC.

As an access network can be point-to-point (PTP) or point-to-multipoint (P2MP), PONs with

different power-splitting schemes, or even employing WDM, are most suitable for these

applications.

By definition, PON is a fiber access network in which passive optical splitters are used to

enable the communication between the optical line terminal (OLT) in the service provider’s cen-

tral office and multiple network users, known as optical network units (ONU). The most impor-

tant advantage of using PON as optical distribution network (ODN) is the elimination of outdoor

active devices and equipment. Although the area of coverage is usually smaller than access net-

works that involve active components, PONs usually have lower cost, without the need to sit in-

side a room, and thus are easy to maintain. The transmission distance of a PON is usually less

than 20km.
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FIG. 12.3.1

Basic optical configurations of PON including (A) direct fiber connection between OLT and each user,

(B) TDM-PON, and (C) WDM-PON.
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Fig. 12.3.1 shows three basic optical configurations of PON. In Fig. 12.3.1A, a dedicated fiber is

used to connect between OLT and each ONU. This configuration can provide the widest transmission

capacity, but would require a large number of fibers between the central office (CO) and users. Alter-

natively, for the configuration shown in Fig. 12.3.1B, only one fiber delivers optical signal fromOLT to

the vicinity of ONUs, and a passive optical star coupler is used to distribute signal optical power to

multiple users. In that case, time sharing can be used between users based on time division multiplexing

(TDM), known as TDM-PON. Each user recognizes its own time slot of the data traffic through address

labels embedded in the TDMdata packets. The configuration shown in Fig. 12.3.1C is known asWDM-

PON, in which multiple wavelength channels are carried in the fiber between OLT and aWDM coupler

(MUX for upstream traffic and DEMUX for downstream traffic). Each user can have a dedicated wave-

length channel so that the transmission capacity can be much higher and the power budget can be much

relaxed in comparison to a TDM-PON.
12.3.1 TDM-PON
TDM-PON shown in Fig. 12.3.2 is the most popular PON configuration. For the downstream traffic,

OLT broadcasts time-interleaved data frames as a continuous traffic stream to all ONUs, and each ONU

selects the desired packets within each frame with a repetition time tf which is typically 125μs. This
selection is based on the header address bytes associated with data packets imbedded in the frame.

Statistically, the downstream data packet rate addressed to each ONU is inversely proportional to

the frame repetition time tf, and also inversely proportional to the number of ONUs because of the time

sharing. However, the actual packet rate of each ONUmay change dynamically because the number of

packets addressed to different ONUs within a particular frame may differ depending on the dynamic

demand of each user. In addition, the OLT can also multicast same packets to multiple ONUs simul-

taneously. In that case, the packet rate for each ONU can be significantly higher than 1/tf.
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On the other hand, as all ONUs are operated independently, upstream traffic from ONU to OLT

needs to be carefully coordinated to avoid contention at the receiver of OLT. In a burst-mode upstream

transmission format, every time when an ONU needs to send a data packet to OLT, it has to send a

preamble sequence in advance, so that the OLT can synchronize upstream packets from all ONUs into

frames and to streamline data reception process in the receiver. Generally, a time gap has to be reserved

between burst data packets from different ONUs in the frame structure to avoid interference between

them in the OLT.
FIG. 12.3.2

Illustration of TDM-PON and frame scheduling.
Optoelectronic structures of OLT and ONU are shown in Fig. 12.3.3. In TDM-PON, 1490 and

1310nm wavelengths are usually used to carry downstream and upstream data traffics, respectively.

The 1550nm wavelength is usually reserved for broadband video transmission. The physical layer

components include a transmitter (Tx), a receiver (Rx), and a simple WDM coupler which separates

1490 and 1310nm optical signal components traveling in opposite directions. Amedium access control

(MAC) layer is used in both OLT and ONU, which is responsible for time-slot scheduling of data

frames among different ONUs to avoid contention. The MAC layer in the OLT, serving as the master,

specifies the starting and ending time that a particular ONU is scheduled to transmit, whereas, theMAC

layer in each ONU is synchronized with that in the OLT for scheduling. An OLTmay have a number of

transceiver pairs to support multiple PON distribution systems, which is m in Fig. 12.3.3, and each

transceiver pair needs to have its ownMAC. A cross-connect layer in an OLT provides interconnection

and switching functionalities between these PON distribution fiber systems and the backbone network.

The service adaption layers in OLT and ONU are used to translate between PON system frame formats

and signal formats used in backbone and those used by the clients. Service MUX/DEMUX in ONU

provides the ability for each ONU to support several different clients with different types of

applications.



(A) (B) 

(C) 

(D) (E) 

FIG. 12.3.3

Block diagrams of (A) OLT, and (B) ONU in a TDM-PON, (C) an image of OLT, (D) image of a fiber 1�16 star

coupler, (E) an image of ONU. (C) Used with permission from Huawei SmartAX MA5800.
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Depending on the geometric locations, the distance between an OLT and different ONUs can be

very different. Use a maximum range difference of 20km as an example, it corresponds to a time delay

difference of approximately 100μs assuming that the refractive index of fiber is n�1.5. To be able to

coordinate upstream traffic originated from different ONUs in a TDM-PON, it is essential to know the

distance and propagation delay between OLT and each ONU. This is commonly accomplished by a

ranging processing, in which the OLT sends out a ranging request to all associated ONUs, and each

ONU replies with a ranging response back to the OLT. This allows roundtrip time delay between

OLT and each ONU to be determined and stored in the OLT. This roundtrip time is then sent to each

ONU and used to schedule and synchronize burst upstream data packets from all ONU into fixed-length

frames so that contention can be avoided in the OLT. This ranging process has to be repeated every time

when a new ONU is added to the PON.

In the PON system discussed so far, 1490 and 1310nm wavelengths are used for downstream and

upstream data delivery, respectively. The 1550nm wavelength has not been discussed so far in PON

systems. The major reason is that historically 1550nmwavelength was reserved for analog TV delivery

which has much stringent link budget as well as channel linearity requirement. A straightforward way

to broadcast broadband TV channels to multiple end users through a PON system is shown in

Fig. 12.3.4, where the TV channels carried by 1550nm optical wavelength are added to the transmis-

sion fiber through a WDM coupler. At each ONU, signal carried by the 1550nm wavelength is de-

multiplexed before the receiver.



FIG. 12.3.4

Overlay of 1550nm analog TV broadcast on a TDM-PON.
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With the rapid growth of on-demand TV, internet gaming and internet video, bandwidth require-

ment on access networks and PON has been increasing exponentially. The expansion of PON into

1550nm wavelength, window is highly anticipated to carry internet data traffic, as well as digital

TV and other broadband applications.

Detailed data formats of TDM-PON can be found in various IEEE standards such as ITU-T G.983.1

and G.983.2 [ITU Standard] and are not discussed in this book. Here we only provide brief discussion

of a few often used terminologies in the PON.

APON/BPON: APON stands for ATM-PON which is the first commercially deployed PON with an

electrical layer built on asynchronous transfer mode (ATM). BPON stands for Broadband-PON, which

can be considered as an extended version of APON, with higher transmission speed and the addition of

dynamic bandwidth distribution, protection, and other functions. APON/BPON systems typically have

downstream and upstream capacities of 1244 Mb/s and 622 Mb/s, respectively.

GPON/XGPON: GPON standards for Gigabit-PON, which is based on the ITU-T G.984 standard

defining gigabit PONs. In comparison to the APON standards, GPON specifies much higher band-

widths of up to 2.488Gb/s and 1.244Gb/s for downstream and upstream, respectively. A

connection-oriented GPON-encapsulation-method (GEM) has been introduced as a data frame trans-

port scheme for GPON. GEM supports fragmentation of the network administrator data frames into

variable sized transmission fragments. GPON also provides improved QoS and protection mechanisms

than APON. XGPON, or 10-GPON, is an extended version of GPON with the downstream and up-

stream data rates of 10Gb/s and 2.5Gb/s, respectively, as specified by ITU-T G.987 standard.

EPON stands for Ethernet PON, which differs from APON by using Ethernet packets instead of

ATM cells in PON systems. Standard GEPON supporting a raw data rate of 1Gb/s both upstream

and downstream in a PON with a range of up to 20km, as specified by IEEE EPON 802.3ah standard.

It can be considered a fast Ethernet over PONs, and thus often been referred to as Gigabit Ethernet PON

or GEPON. EPON data format is fully compatible with other Ethernet standards, so that no conversion

or encapsulation is needed for service adaptation when connecting to Ethernet-based MAN at the OLT

side or Ethernet users at the ONU side. There is also a 10-Gbit/s Ethernet defined by IEEE 802.3 stan-

dards. The standard 10/10G-EPON is symmetric with 10Gb/s data rate both upstream and downstream.

The asymmetric 10/1G-EPON is an alternative format with 10Gb/s downstream data rate and 1Gb/s

upstream data rate.



584 CHAPTER 12 OPTICAL NETWORKING
12.3.2 WDM-PON
InTDM-PONbasedon timesharing, thepacket rateof eachuserhas tobe reducedwith the increaseofOTUs.

Similar to theconceptofwavelength-divisionmultiplexing (WDM) in long-haul andmetrooptical networks,

theapplicationofWDMinPONallows the significant increaseof thenetworkcapacity.Utilizing theexisting

TDM-PON infrastructure based on wavelength independent power splitting, multiple wavelengths can be

added to create WDM-PON. In a WDM-PON as shown in Fig. 12.3.5, the OLT has NWDM transceivers,

and eachONUreceives all theNwavelength channels carrying the downstream traffic.AnONU in aWDM-

PONusually has awavelength selective receiver to detect the desiredwavelength channel, and awavelength

tunable transmitter to send the upstream traffic. An ONU can also be equipped with multiple receivers to

detect several downstreamwavelength channels dependingon the need.However anONUcanonly transmit

a singlewavelength channel to avoidwavelength contention of the upstream traffic in the transmission fiber.
FIG. 12.3.5

Configuration of a WDM-PON based on the TDM-PON infrastructure, (that is wavelength independent power splitter).
In both the TDM-PON shown in Fig. 12.3.2, and WDM-PON shown in Fig. 12.3.5, optical signal

power budget is often the most important limiting factor because of power splitting to a large number of

ONUs. Intrinsic splitting loss of a star coupler with N ports is 10 log10(1/N) in dB, which amounts to an

approximately 21-dB splitting loss for a 1:128 power splitter without considering other losses such as

extrinsic loss of the coupler, fiber attenuation, connector loss, and so on. For the purpose of improving the

system power budget, a WDM coupler can be used to replace the power splitter so that the intrinsic split-

ting loss of the optical splitter can be eliminated. In this type ofWDM-PONwith the configuration shown

in Fig. 12.3.6, eachONU can have a dedicated wavelength for both downstream and upstream traffic. For

the downstream traffic, theWDMcoupler is used as a wavelength DEMUXwhich separatesWDMchan-

nels going into different ONUs. While for the upstream traffic, this WDM coupler acts as a wavelength

MUX, aggregating optical signals from all ONUs into the same fiber for transmission to the OLT.
FIG. 12.3.6

Configuration of a WDM-PON based on WDM coupler.
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For bidirectional link in a single fiber, directing the upstream and downstream traffics into and from

the same fiber can be accomplished simply by optical directional couplers, or by optical circulators to

avoid combining/splitting loss. Optoelectronic circuit block diagrams of OLT and ONU are shown in

Fig. 12.3.7. For an OLT supporting N WDM channels, N WDM-grade optical transmitters are used

each having its own wavelength, λi, with i¼1, 2,…, N. These downstream WDM channels are aggre-

gated and sent into transmission fiber through aWDMMUX. In the opposite direction, different WDM

channels of the upstream traffic received by the OLT are separated by a WDM DEMUX before been

detected by N optical receivers. An optical circulator is used in this setup to separate the bidirectional

optical signals. For an ONU designated to operate at wavelength of λi, as shown in Fig. 12.3.7B, a fixed-
wavelength transmitter sends upstream optical signal to the OLT through an optical circulator, and an

optical receiver detects the downstream optical signal of the λi channel.
(A) (B)

IG. 12.3.7

lock diagrams of (A) OLT, and (B) ONU in a WDM-PON.
It is also possible to combine WDN-PON with TDM-PON as shown in Fig. 12.3.8. In this hybrid

PON configuration, a wavelength channel can be further shared by several ONUs through power split-

ting and time interleaving.
FIG. 12.3.8

Block diagrams of a hybrid TDM-WDM-PON.
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12.4 OPTICAL INTERCONNECTS AND DATACENTER OPTICAL NETWORKS
In recent years, various new applications based on cloud-computing, big-data, and internet-of-things

emerged rapidly, and huge mesh data networks with extremely high capacity will need to be imple-

mented to support all these applications. Advanced optical communication technologies will play

an even more important role in scaling up the performance of networks of all scales range from

long-distance, inter- and intra-datacenter connections to short-reach rack-to-rack communications in-

cluding on-board and chip-to-chip connections.
12.4.1 OPTICAL INTERCONNECTION
Although long distance fiber-optic systems can be considered part of optical interconnection between

terminals geographically located far apart, optical interconnects usually refer to optical connections of
relatively short distance, high speed, low cost, and especially with large number of parallel channels. In

addition to enabling components, such as low-cost vertical cavity surface emitting lasers (VCSEL),

VCSEL arrays, and high density integrated silicon photonic circuits, new technologies in systems,

sub-systems and networks have been developed for optical interconnects.

The simplest example of low-cost optical interconnects is the active optical cable (AOC), which

accepts the same electrical inputs and delivers the same electrical outputs as a traditional copper coaxial

cable, but uses optical fiber as the transmission medium. Because optical fiber has low loss, wide band-

width, smaller size, and less weight compared to a typical RF cable, AOC is a good candidate to replace

coaxial cable for many applications including storage, data transfer, and high-performance computing

interconnectivity.
FIG. 12.4.1

High-speed active optical cable (AOC). Used with permission from Finisar.
Fig. 12.4.1 shows an example of a FINISAR 100Gb/s AOC which is able to transmit 4 parallel

channels of 25Gb/s data over a multimode fiber up to 100m. The optical transceiver on each end

of the fiber, based on integrated VCSEL array technology, performs E-O-E (electrical-optical-electri-

cal) conversions, with a power consumption of less than 3W.

Optical communication can also be used to interconnect between circuit boards, as well as between

chips within a circuit board, through free-space or via planar optical waveguides (Wu et al., 2009;

Immonen et al., 2007). Fig. 12.4.2A illustrates optical interconnection between printed circuit boards
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(PCB). In this case, each PCB is equipped with an optical transceiver, which aggregates all signals that

needs to be communicated with other boards and delivers the signal optically through free-space in-

terconnection. Free-space optical links can also be accomplished with two-dimensional VCSEL and

detector arrays to form parallel optical channels between computer racks which may require higher

capacity data exchange as shown in Fig. 12.4.2B. Free-space optical interconnection has the advantage

of flexibility without the requirement of wiring. But alignment of optical beams between the transmitter

and receiver has to be adjusted and stabilized against motion and mechanical vibration. Free-space

optical beams can also be blocked by objects which may disrupt the interconnection, which needs

to be avoided.
(A) 

(B) 

FIG. 12.4.2

Free-space optical interconnects between printed circuit boards (A) and between computer servers (B).
According to Moore’s law, the number of transistors per unit area on integrated circuits doubles

every year, and processor speeds of CMOS chips doubles every two years. The bandwidth for data

interconnection between integrated CMOS chips will also need to increase accordingly. Bandwidth

limit of copper strips on PCBs may become bottlenecks for interconnecting these high-speed chips.

Optical interconnection may provide a better solution to this problem with high bandwidth and low

power dissipation. Fig. 12.4.3A shows an example of inter-chip interconnection on a PCB, in which

each chip is connected to a group of VCSELs and photodetectors at its edge (Kim et al., 2008). An array
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of parallel planar waveguides is used for optically interconnecting VCSELs and detectors associated

with a pair of chips. These optical waveguides can be made by polymer materials through molding and

casting (Ma et al., 2002), and they are flexible enough to be made on the surface or embedded inside

different substrates such as PCB, and made into various different geometric configurations. Polymer

waveguides can be made bymaterials such as PDMS (Polydimethylsiloxane) and PMMA (Polymethyl-

methacrylate), and the propagation loss can be less than 0.1dB/cm (Cai et al., 2008) at 850nm wave-

length. Although this loss is still much higher than that in an optical fiber, it is low enough for inter-chip

optical interconnections as where the distance is usually shorter than a few centimeters.
(A) 

(B) 

FIG. 12.4.3

Examples of optical interconnections inter-chips on a PCB board (A) and intra-chip (B) (Shen et al., 2014).
Optical interconnection can also be used for intra-chip data links between different areas of the chip

on the same silicon substrate as shown in Fig. 12.4.3B. In this particular example, light beams are

guided through silicon waveguides on the backside of the substrate, and these waveguides are optically

connected with micro structured lasers and photodiodes through holes, known as through-silicon via

(TSV) on the silicon substrate.

With the technological advances in power efficient microstructure lasers and VCSELs, as well as

CMOS-compatible photonic integration, inter-chip and intra-chip optical interconnects with large num-

ber of parallel channels will be more and more popular in high-speed CMOS digital electronic circuits.
12.4.2 DATACENTER OPTICAL NETWORKS
Datacenter networks (DCNs) is a special category of optical network to address the need of highly

dynamic data traffic between large numbers of computer servers. With cloud-based services become

more and more adopted by the community, most of the computational-intensive tasks are moved from
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terminal devices, such as personal computers, cell phones, robots, and other emerging handheld de-

vices, to centralized warehouse-scale computer clusters, which are commonly known as mega datacen-

ters. The unprecedented amount of data that needs to be communicated among computers and servers

within each datacenter and between different datacenters imposes unique requirements and unprece-

dented challenges to data communication networks of all scales.

Based on Cisco Global Cloud Index 2015–2020, in 2020 the global datacenter traffic will reach

approximately 15 Zetta-bytes per year (Zetta: 1021) as shown in Fig. 12.4.4A. In which, the major por-

tion (77%) is between computers and servers within each datacenter, while 9% is between different

datacenters and 14% is between users and datacenters as shown in Fig. 12.4.4A. Intra datacenter in-

terconnection can be within one building or between datacenter buildings on a campus, and the distance

of intra datacenter interconnection can be a few meters up to 10km. Whereas, communication between

different datacenters, known as inter datacenter interconnection, can have distances be from 10 up to

80km. Longer distance connections can then be categorized as metro or long-haul as discussed earlier.
(A) (B)

FIG. 12.4.4

(A) Trend of global datacenter traffic increase between 2015 and 2020, and (B) prediction of percentages of

data traffic within datacenters, between datacenters and between datacenter and users for year 2020

(Barnett et al., 2016).
Fig. 12.4.5A shows the breakdown of applications of datacenter traffic. Major applications include

internet search (22%), social networking (22%), web pages (18%), big data (17%), video streaming

(10%), and other applications (12%). Among these applications, big data has the highest growth rate

in recent years. Different applications may have different requirements in terms of bit error rate and

latency tolerance, which have to be considered in the design of DCNs.

In order to simplify terminal devices, datacenters not only provide computational serviceplatforms,

they also provide storage of vast amount of data which can be accessed by users. Fig. 12.4.5B shows the

global data storage by datacenters in Exa-bytes (1018). For the 5-year period from 2015 to 2020, data

stored in datacenters is expected to increase by more than 5-fold.



(A) (B)

FIG. 12.4.5

(A) Breakdown of applications of datacenter traffic predicted for year 2020 and (B) data stored in datacenters

(Barnett et al., 2016).
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In order to store the vast amount of data and support various applications and services in the cloud, a

datacenter has to host a large number of servers. In general, a facility hosting hundreds or thousands of

servers is considered small- to medium-scale datacenter. A large-scale datacenter may support servers

in hundreds of thousands.

In order to interconnect such large amount of computer servers, DCNs have to be properly designed

andmaintained. One of the most important issues in DCN design and operation is the energy efficiency.

In fact, to handle the vast amount of data flow in DCN, electric power budget is often the most severe

limiting factor. For this reason, datacenters are commonly built near electrical power plants. Real-time

power monitoring, dynamic network load management and scheduling are necessary in DCN design

and operation. A DCN also has to have efficient and cost-effective routing mechanisms, provisioning

and control algorithms in order to move high-speed data flows among a large number of servers with

minimum congestion.

Fig. 12.4.6 shows a typical DCN architecture based on multilayer tree topology. In a datacenter,

computer servers are mounted inside many racks with each rack holding a few tens servers (typically

up to 48). All servers within a rack are interconnected through a Top-of-Rack (ToR) switch, which also

serves as an access node to other racks and outside networks. A large number of ToRs are then inter-

connected through aggregation switches, which can be arranged into one or more layers. The aggre-

gation switches are further interconnected through core switches, which also provide gateways into

WANs. In this tree topology, connection data rates go up at higher layers. Data rates for interconnection

within a rack between servers typically range from 1 to 10Gb/s using Gigabit Ethernet, while inter-

connection data rates in the aggregation layer and core layer can be from 10 to 100Gb/s and from

100Gb/s to 1Tb/s, respectively, which increase steadily over years with the availability of new

technologies.



FIG. 12.4.6

Datacenter network architecture based on three-layer tree topology. ToR: Top-of-Rack.
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In early days of datacenters with relatively small sizes and low data rates, all electronic intercon-

nections and switches were used. Over the years, especially after 2000, electronic interconnection

based on copper wires cannot keep up with the rapid grow of data rate demand in datacenters, and

energy consumption of electronic switches become too high with the rapid expansion of datacenter

sizes. Then the benefit of introducing optics into DCNs became obvious in terms of both broadband

interconnection and switching with reduced energy consumption. Miniaturized pluggable modules of

optical transceivers can be easily plugged into switch racks and network interface controllers in a data-

center. Cross-connect optical switches can provide ultra wide bandwidth yet with very low power

consumption.

Fig. 12.4.7 shows an example of DCN based on optical switching architecture (Chen et al.,

2014). This DCN has N ToRs to be interconnected. Each ToR has W optical transceivers operating

at wavelengths λ1, λ2, …, λW. Optical output from all W transmitters are multiplexed together into

one fiber through a WDM multiplexer, and sent to a wavelength selective switch (WSS) with k
output ports. This 1�k WSS selectively partitions the set of W wavelengths coming in through

the common port into k groups at the output. The k output fibers from each WSS are sent to the

input of an optical cross-bar switch which can be made by micro-electro-mechanical systems

(MEMS). The MEMS cross-bar switch has the advantage of low energy consumption and colorless

broad bandwidth which is capable of connecting any input port to and output port by mechanical

actuation. Each ToR can also receiveW wavelength channels carried by k fibers from the output of

the MEMS switch.



FIG. 12.4.7

Example of datacenter network based on optical interconnection.
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In the optically switched datacenter architecture shown in Fig. 12.4.7, if the number of ToRs is N,
and each ToR has W wavelength channels grouped into k fiber ports through WSS, the size of the

MEMS switch will have to be M¼k�N. Assume each wavelength channel supports a server in

the rack, the total servers this DCN can interconnect isW�N. The selection of k depends on the num-

ber of ToRs and the available port count of MEMS switch. A larger k value can enable each ToR to

connect to more other ToRs simultaneously. However, for a limited port count, M, of the MEMS

switch, the total number of ToRs, M/k, that the network can support will reduce with the increase

of k. Thus, tradeoffs have to be made between k, M, W, and N, as well as the data rate of each wave-

length channel.

While the optical switching architecture shown in Fig. 12.4.7 is particularly effective for optical

level interconnection between racks in a datacenter, interconnection among servers within a

rack still relies on electronics. In practical DCNs, a significant percentage of traffic is among

servers in the same rack, and the interconnection between them often consumed the majority of

the electrical power.



FIG. 12.4.8

Datacenter network based both inter-rack and intra-rack optical interconnection with dynamic traffic adjustment.
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The DCN architecture shown in Fig. 12.4.8 addresses optical interconnections for both inter-racks and

intra-rack among different servers (Fiorani et al., 2014). In this configuration, each rack holdsN servers, and

each server is connected to an optical network interface (ONI) card. TheONI is a bandwidth variable optical

transceiver whose wavelength, bandwidth, and operation state are determined by a centralized control

plane. TheW optical outputs (c1, c1,…, cW) from a ToR are combined by anW�2 optical coupler. Assume

thatmwavelength channels (c1, c1,…, cm) are needed to communicate with other racks and higher layers of

the network, the rest of the channels (cm, cm+1,…, cW) can be used for interconnection among servers within

the same rack. In order to separate inter-rack traffic from intra-rack traffic, a flexible-grid WSS (WSS 1),

which supports elastic channel spacing, is connected to one of the two outputs of theW�2 optical coupler.

Channels cm, cm+1,…, cW selected by WSS 1 are broadcast back to the ToR through theW�2 coupler via

an optical isolator, while channels c1, c1,…, cm are sent to the core switch via another flexible-grid WSS

(WSS 2). Note that for a typicalMEMS optical switch with the size ofM�M, there are usuallyM input and

M output ports, and optical signals can be routed from any input port to any output port. However, the

optical switch in the architecture shown in Fig. 12.4.8 is single-sided, and any pair of ports can be optically

connected bi-directionally through switching control. This can be obtained by folding output ports of a

conventional double-sided optical switch back to the input side. By using flexible-gridWSS, the percentage
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of traffic, the number of channels, and the bandwidth used for intra-rack and inter-rack interconnections can

be dynamically adjusted to optimize the network performance.

It is important to note that data traffic in DCN is highly bursty and dynamic. If the highest data

rate of each computer server can reach 10Gb/s, truly non-blocking interconnection among all servers

across a datacenter with hundreds of thousands of servers can be cost prohibitive and would require

tremendous bandwidth which is hard to satisfy even with optical switching architectures. Oversub-

scription is usually used in DCN which takes advantage of the statistic nature of datacenter traffic.

For example, if a DCN is oversubscribed by a factor 10, only 10% of the maximum data rate of each

server is guaranteed when the DCN is fully loaded, or not more than 10% of servers in one rack can

simultaneously communicate with servers in other racks. DCN built with oversubscription would

require dynamic provisioning of interconnection bandwidth according to network traffic status

and requirements. Although MEMS-based optical circuit switches can provide wide optical band-

width with wavelength transparency, their switching speed is usually slow, on the millisecond level.

On the other hand, electronic packet switching can be much more flexible for dynamic provisioning

and reconfiguration with much faster switching speed. The combination of fast configurable elec-

tronic packet switching and wideband optical circuit switching led to a hybrid electrical/optical

switch architecture as illustrated in Fig. 12.4.9. In this hybrid architecture, servers in each rack
FIG. 12.4.9

Hybrid architecture with the combination of electronic packet switch and optical circuit switch. T/R: optical

transceiver, WDM: WDM MUX and DEMUX depending on the directions. All fiber links are bidirectional.
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are connected to a group of optical transceivers through an electronic packet switch. Traffic from

each rack is divided into two different categories: low speed but highly dynamic traffic and high

speed but less dynamic traffic. The low-speed traffic is interconnected by electronic packet switch

in the aggregation layer, whereas it more advantageous to interconnect high-speed traffic in the

optical domain through WDM multiplexers and de-multiplexers and interconnection-switched by

MEMS-based optical circuit switch.

With more and more new applications emerging which require cloud computing and storage,

modular datacenter has become a viable approach. A modularized datacenter, commonly referred

to as a POD, is a self-contained shipping container with a group of computer servers, a self-consistent

network interconnecting these servers, and a cooling/fan system to support its operation. A mega data-

center can be constructed by interconnecting hundreds to thousands of such PODs depending on the

need, so that the mega datacenter can be modular and easy to expand.

Typically a POD can hold between 250 and 1000 servers, so that a non-blocking switch fabric to

interconnect these servers can be reasonably manageable. However, even with the rapid technological

advancement in both CMOS electronic circuits and optical communication, interconnecting a large

number of PODs to form a mega datacenter still remains a significant challenge. Fig. 12.4.10 shows

the hybrid electrical/optical switching (HELIOS) architecture for a modular DCN which is able to

interconnect multiple PODs (Farrington et al., 2010). In comparison to the hybrid architecture inter-

connecting multiple ToRs shown in Fig. 12.4.9, data rates for both electronic packet switch and optical

circuit switch will have to be much higher for HELIOS interconnecting multiple PODs to form a mega

datacenter.
FIG. 12.4.10

Modular DCN based on HELIOS architecture interconnecting multiple PODs. T/R: optical transceiver, WDM:

WDM MUX and DEMUX depending on the directions. All fiber links are bidirectional.
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12.5 OPTICAL SWITCHING AND CROSS CONNECTION
In dynamic optic networks, optical domain switching is one of the most important functionalities

that enabled many network architectures. Optical switches can be categorized as optical circuit
switching and optical packet switching. Optical packet switching requires high switching speed

on the order of nanoseconds or less. Although it has been an important research topic in the

fiber-optic networks community for many years, optical domain packet processing, buffering, sort-

ing, and switching are still challenging, and optical packet switching has not been widely used in

commercial optical networks. On the other hand, optical circuit switching can tolerate relatively

slow speed. Microseconds to milliseconds switching speed can be sufficient for many circuit-

switched network applications. Optical circuit switching is transparent to both data rate and mod-

ulation format, and the electrical energy required to switch each data bit can be several orders of

magnitude smaller than that of both electrical and optical packet switches. Thus, optical circuit

switching is becoming more and more attractive for applications in broadband WDM optical net-

works. In the following, we discuss a few examples of optical network applications based on optical

circuit switching.
12.5.1 RECONFIGURABLE OPTICAL ADD/DROP MULTIPLEXING
Optical add/drop multiplexing (OADM) is an important optical network functionality which allows

some wavelength channels to be dropped from an optical node, and the spectral slots of these wave-

lengths can be reused by added channels back to the system with different data traffic. As shown in

Fig. 12.5.1A, an optical fiber carrying WDM signal at wavelength channels, λ1, λ2, λ3, …, λn, enters
an add/drop optical node. These WDM channels are first spatially separated into n fibers through a
WDMDEMUX, and then each wavelength channel passes a 2�2 optical switch. The optical switch

has two possible states, pass or cross, as shown in Fig. 12.5.1B, determined by an electric control

signal. If this particular channel needs to be dropped at the node, the switch is set to the cross state,
so the optical signal is routed to an optical receiver, and the information carried by the channel is

downloaded to the local electrical circuits for processing. The node can also add new data traffic

back to the system at the same wavelength through the switch. If the network controller decides not

to drop a particular channel, the switch for that channel will be set to the pass state so that the op-

tical signal passes to the output straightforwardly without been affected. Outputs from all switches

are then combined through a WDM MUX and sent to the output fiber with all the wavelength

channels.

This add/drop operation is reconfigurable because the decision of add and drop of each wavelength

channel is determined by a network controller. Therefore this node is commonly referred to as a recon-
figurable optical add/drop multiplexer (ROADM), which provides a high-level flexibility for network

operation and management. On the other hand, optical add/drop multiplexing can also be fixed for sim-

plicity, which is thus known as OADM. In that case, no control is required and each optical switch can

be replaced by two optical circulators as schematically shown in Fig. 12.5.1C. If a channel does not

need to be dropped at the node, one has to manually remove the corresponding circulators so that the

optical signal can bypass.
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(A) 

FIG. 12.5.1

(A) Configuration of an optical add/drop multiplexer, which can be reconfigurable (ROADM) by using a 2�2

optical switch shown in (B) for each wavelength channel, or non-reconfigurable (OADM) by using optical

circulators as shown in (C).
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OADM can be made more efficient by grouping those wavelength channels which are not

expected to be dropped at the node, and let them pass through as express channels. Fig. 12.5.2 illus-

trates this option, where WDM channels, λ1, λ2, λ3, …, λn, in the input fiber are prearranged into

several groups based on their add/drop requirements. Channels that need to be dropped in the current

node are assigned wavelengths λm2+1, λm2+2, …, λn, which pass through switches in the ROADM.

While other channels are divided into two groups λ1, λ2, … λm1, and λ m1+1, λ m1+2, … λm2, which
go through the ROADM along the express paths without switches. These two groups of channels can

be dropped later, possibly each at a different node. This avoids unnecessary switching operations and

the insertion losses associated. However, the network may become less flexibility because wave-

length assignment has to be prearranged, and the maximum number of add/drop channels at each

node is fixed by design.

Fig. 12.5.3 shows OADM based on wavelength selective optical components connected in se-

ries, which can be fiber Bragg gratings (FBGs) or band-reflecting filters based on multilayer optical

films. In Fig. 12.5.3A, each FBG has high reflectivity at the wavelength of a particular channel, and

the optical signal of that channel is selected by the FBG. The dropped channel is redirected to a

local receiver through an optical circulator at the input side of the FBG. All other channels pass

through the FBG with minimum loss. As the spectral content of the dropped channel is blocked



FIG. 12.5.2

ROADMwith pre-grouped channels and express paths. WSS can be used to replace DEMUX andMUX for flexible

channel selection and grouping.
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by the FBG, this wavelength can be reused by adding a new channel at the same wavelength through

the optical circulator after the FBG. Similar optical add/drop functionality can also be accom-

plished by a thin-film based 2�2WDM coupler as shown in Fig. 12.5.3B. The thin-film is designed

to have high reflectivity within a certain wavelength window. The channel that needs to be dropped

is reflected by the WDM coupler, and all other channels pass through. Signal of the dropped wave-

length can be added back to the system from the opposite side of the coupler. This configuration

does not need optical circulators for redirecting add and drop of each optical channel. In the ex-

ample shown in Fig. 12.5.3, n WDM channels reach the OADM, but only three channels at λj,
λk, and λl are dropped. Although the series configuration shown in Fig. 12.5.3 is relatively simple,

it is only suitable for OADM with relatively small number of add/drop channels because total op-

tical loss linearly increases with the number of concatenated add/drop units. Wideband FBGs and

WDM couplers can also be used to perform group add/drop of adjacent WDM channels, so that the

total add/drop units can be reduced.
(A)

(B)

FIG. 12.5.3

OADM in series configurations based on FBGs (A) and 2�2 WDM couplers (B).
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FIG. 12.5.4

(A) Illustration of WSS functionality and (B) ROADM based on WSS.
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With the availability of WSS of large channel counts, the configuration of ROADM can be signif-

icantly simplified.As discussed inChapter 6, aWSShas flexible bandwidth selection at each output port,

and any wavelength channel from the input can be routed to any output port as shown in Fig. 12.5.4A.

Whichwavelength channel is routed to which output port is determined by an electric control. This flex-

ibility enables the simplification of ROADM design as shown in Fig. 12.5.4B, where twoWSS devices

are arranged in series. In this configuration, channels that need to be dropped can be selected byWSS1,

and new signals can be inserted back into the fiber at thesewavelengths throughWSS2. This architecture

allows dynamic reconfiguration of add/drop channels with flexibility of channel grouping.
12.5.2 OPTICAL CROSS-CONNECT CIRCUIT SWITCHING
In addition to ROADM, optical cross connect (OXC) switching is another important optical domain

functionality which is usually used in optical nodes with multiple input and output fibers.
FIG. 12.5.5

A wavelength-space hybrid optical switching node which has m optical input ports each carrying n WDM

channels.
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Fig. 12.5.5 shows a generic OXC node architecture which has m optical input ports each carrying n
WDM channels, and thus the total number of wavelength channels is m�n. This can be used as a node
connecting to multiple optical fibers in mesh optical networks. In addition to OXC switch between any

input fiber to anyoutput fiber, somewavelength channels can also be dropped, processed, and re-inserted

back into the switch known as channel add/drop. The crossbar switch size should be (m�n)� (m�n).
For this wavelength-space hybrid optical switching without the capability of wavelength conver-

sion, the n channels grouped together by eachWDMMUX at the output side must have different wave-

lengths to avoid contention. This wavelength contention issue reduces the degree of freedom of this

crossbar switch from (m�n)� (m�n) to n� (m�m). In fact the OXC switching network shown in

Fig. 12.5.5 can be simplified by n cross-bar switches each with a size of m�m, and each is responsible
for a specific wavelength as shown in Fig. 12.5.6, and in this case the total number of input and output

ports of the switching fabric is n� (m�m).
FIG. 12.5.6

A (m�n)� (m�n) wavelength-space hybrid optical switching node using n� (m�m)crossbar switches, and

each switch is dedicated to a specific wavelength.
Wavelength conversion: In an optical network with a large number of switching nodes, a lightpath,
which carries a communication channel from the source to the destination, has to travel through many

nodes. Suppose each wavelength only carry one independent signal channel in an optical fiber, the total

number of wavelength channels that can be supported by each fiber is determined by the WDM equip-

ment. The total number of users that the network can support can be severely limited by wavelength

contention. With the capability of wavelength conversion, if two or more channels of the same wave-

length from the input side of a node need to be switched to the same output fiber, they can to be con-

verted into different wavelengths.

Assume that a lightpath has to go through k+1 OXC nodes over k fiber hops, as shown in

Fig. 12.5.7A, and each fiber can carry a maximum of F WDM channels. Without wavelength conver-

sion, a lightpath must keep the same wavelength on all fiber sections along the route, which excludes

this wavelength to be used by other lightpaths. Define η as the probability that a wavelength is used in a
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fiber hop, which represents the efficiency of wavelength utilization. ηF is the expected number of busy

wavelengths in that hop, 1-η is the probability that a particular wavelength is not occupied in that hop,
and thus (1-η)k is the probability that the wavelength slot is not blocked for all k fiber hops from the

source to the destination. Since there are F wavelength slots, in each fiber hop, the probability that all

wavelengths are used in at least one fiber hop, known as the blocking probability is (Barry and

Humblet, 1996).

Pblock ¼ 1� 1�ηð Þk
h iF

(12.5.1)
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FIG. 12.5.7

(A) A lightpath across k+1 OXC switching nodes and k fiber hops, and (B) blocking probabilities as the function of

wavelength utilization efficiency η with and without the capability of wavelength conversion for k¼10 hops.

Three different number of wavelengths are used with F¼20 (dotted lines), F¼50 (solid lines), and F¼100

(dash-dotted lines).
Now let us find out how wavelength conversion can help. If each node has the capability of wavelength

conversion, the probability that all the F wavelengths in a fiber hop are used is ηF, and the probability
that at least 1 wavelength slot is available in each fiber hop along the lightpath is (1�ηF)k. Therefore,
the blocking probability for a network lightpath with the capability of wavelength conversion at each

node is

Pblock ¼ 1� 1�ηF
� �k

(12.5.2)
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Fig. 12.5.7B shows the comparison of blocking probabilities as the function of wavelength uti-

lization efficiency η for a lightpath over k¼10 hops without and with wavelength conversion.

Three different number of wavelength channels are used with F¼20, 50, and 100. In both cases,

increasing the number of maximum wavelength channels that each fiber hop can support helps

reducing the blocking probability. Without the capability of wavelength conversion, the blocking

probability increases dramatically when wavelength utilization of each hop reaches to about 20%,

whereas with the used of wavelength conversion, wavelength utilization can be increased to al-

most 90% with F¼100 for a blocking probability of 10�4. This significantly improves the net-

work efficiency.

Unfortunately, wavelength conversion is an expensive operation, which can be done either

through O/E/O (optical transceiver) or all-optically based on nonlinear optics. In addition to apply-

ing wavelength conversion for all WDM channels and all switching nodes, wavelength conversion

can also be used for selected network nodes and small group of WDM channels. Practical network

design has to make tradeoffs between performance and cost. In a WDM optical network, setting up

lightpaths between source/receiver pairs is accomplished through network management with opti-

mum routing algorithms based on the existing physical infrastructure. Wavelength assignment of

each lightpath and wavelength conversion (if available) at each node have to be dynamically opti-

mized to maximize the efficiency of network resources sharing and minimize blocking probability.

Specific wavelength routing algorithms and network optimization are outside the scope of this book.

More details can be found at Ramaswami and Sivarajan (2002) for interested readers.
12.5.3 ELASTIC OPTICAL NETWORKS
Traditionally, WDM optical networks have been primarily based on fixed spectral grid, which is

specified by the International Telecommunications Union (ITU), known as the ITU grid. Most

commonly used ITU grids in commercial WDM networks are 200, 100, 50, and 25 GHz, corre-

sponding to1.6, 0.8, 0.4, and 0.2 nm in the 1550nm wavelength window. The evolution of ITU

grids used in commercial WDM networks which went down from 200 GHz all the way to 50

GHz and even 25 GHz has been driven by the increased demand of transmission capacity in op-

tical fiber, which requires the increase of optical spectral efficiency. The reduction of channel

spacing over the years was also enabled by the improved spectral selectivity of optical filters

and performs of WDM MUX and EDMUX. Various high-speed optical transceivers with data

rates of 10Gb/s, 40Gb/s, 100Gb/s, 400Gb/s, and up to 1Tb/s have been developed to meet more

and more diversified demand of different applications. Different modulation formats and detec-

tion methods are also readily available to provide different spectral efficiency and different levels

of tolerance to transmission impairments. A WDM optical network has to support various differ-

ent data rates and modulation formats for different applications and to maximize the efficiency.

For example, if a user needs 400Gb/s communication capacity, it is more efficient to provide a

single 400Gb/s channel than ten 40Gb/s channels. The use of a small number of high-speed chan-

nels not only helps reducing the number of transceivers and MUX/DEMUX ports, but also re-

duces the equipment footprint and maintenance efforts.
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(A) Illustration of fixed (top) and flexible (bottom) grid and the impact in themultiplexing of channels with different

spectral bandwidths and (B) elastic network based on bandwidth variable transceivers (BVT) and WSSs.
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Optical channels with different data rates and spectral widths cannot efficiently fit into fixed spec-

tral grid. As an example, Fig. 12.5.8A illustrates wavelength channels with 10Gb/s, 40Gb/s, 100

GHz/s, 400Gb/s, and 1Tb/s, and their spectral widths depend on the specific modulation format.

For a fixed grid, as shown in Fig. 12.5.8A (top row), 10, 40, and 100Gb/s (based on dual-polarization

QPSK modulation) each can fit into a single 50 GHz grid. A 400Gb/s channel has to occupy two 50

GHz slots and a 1Tb/s channel has to occupy three 50 GHz slots. Different spectral gaps between

channels are created due to the mismatch between the fixed grid and the discrete channel spectral

widths. These spectral gaps can be filled by using flexible channel spacing as shown in

Fig. 12.5.8A (bottom row), known as flexible grid. Using flexible grid, one can choose to have fixed

spectral gap, say 10 GHz, between adjacent channels, while both the central wavelength and the spec-

tral width of each channel can vary.

Elastic optical networks based on flexible grid require bandwidth variable transceivers (BVTs) to

create optical channels and WSS to dynamically select and route wavelength channels with different

spectral bandwidths, as shown in Fig. 12.5.8B. In addition to the tighter channel spacing, elastic optical

network also allows the tradeoff between the spectral efficiency and the transmission distance by dy-

namically selecting the modulation format in the BVT commensurate with the reach of that particular

channel.
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12.5.4 OPTICAL PACKET SWITCHING
Optical circuit switching including ROADM discussed above have the advantage of handling channels

of high data rates in the optical domain with low energy consumption. However, the bandwidth gran-

ularity is limited by the spectral selectivity of optical filters, which is usually tens of GHz, and the

switching speed is also relatively slow. On the other hand, electronic packet switching is much more

flexible and faster in terms of network resources sharing. But this requires transceivers for optical to

electric (O/E) and electric to optical (E/O) conversions, as well as electronic packet sorting and pro-

cessing. Optical packet switching is a mechanism to switch and route data packets in the optical do-

main, to improve the network flexibility and minimize traffic congestion, but without the need of O/E

and E/O.
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Structure of an optical packet.
Fig. 12.5.9 shows the basic structure of an optical packet, which includes an optical overhead,

a standard IP overhead, and an information payload. The optical overhead provides the control

information that is used in the intermediate optical nodes for routing decision, and the standard IP

overhead contains the identity information of the payload in an IP network as previously

discussed.

In an optical network using optical packet switching, long and continuous message from each

host has to be divided into short sections and put into packets. Optical path is not predetermined,

and thus it is usually referred to as connectionless. Routing decisions are made by intermediate

nodes, known as optical packet routers, based on a routing table which is frequently updated based

on network traffic situation. A set of routing algorithms has to be agreed upon by all the nodes for

their coordination to form a network. As shown in Fig. 12.5.10, if a packet needs to be transmitted

from host A to host D, node 1 first reads the destination information in the optical overhead and

routes the packet to node 4 according to the routing table of node 1. Then according to its own

routing table, node 4 routes the packet to node 3, and finally node 3 routes the packet to node

7, and then to its destination of host D.
In an optical packet switched network, routers are shared by a large number of users. In order to

avoid congestions packets can go through alternative routes through the optimization of routing tables.

Optical packet buffers also help reducing congestion.
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Illustration of optical packet routing through intermediate nodes and routing tables (only show routing tables

for nodes 1, 3, 4, 5, and 7).
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In an optical packet, although data rate carried by the payload can be very high, optical overhead

often uses relatively low data rate which can be easily converted into electric domain in each switching

node for routing decision. Information carried by the optical overhead also needs to be replaced or

updated at each node, known as label swapping. Many different techniques for optical overhead

extracting and replacing have been demonstrated. For illustration purpose, Fig. 12.5.11 shows an ex-

ample in which optical overhead is combined with the payload as a subcarrier tone which “labels” the

optical packet. When arriving at a switching node, a narrow band FBG extracts the subcarrier tone and

redirects it to an optical receiver through an optical circulator. A low-speed direct detection receiver is

usually sufficient for overhead detection. Meanwhile the optical signal carried by the payload passes

through the FBG but with the overhead subcarrier removed. The overhead information is processed by

an electronic circuit and used for routing decision. The electronic circuit also creates a new overhead to

be added back to the packet which will be read by the next node. Because the electronic circuit has

processing delay for the header, the payload also has to be delayed by an optical fiber delay line before

combining with the new overhead.
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Configuration of an optical packet switching node with optical overhead extracting and label swapping.
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In practice, the optical overhead does not have to be at the same wavelength as the payload. In fact,

if a different wavelength is used for the overhead, extracting, and reinserting of overhead in a switching

node can be easier.

Note that optical packet switching requires much higher switching speed compared to optical circuit

switching. As an example, for an optical packet carrying 1500 data bytes, the payload length is approx-

imately 150 ns for 10-Gb/s data rate and 15 ns for 100Gb/s data rate. Thus, fast switching time on the

order of nanosecond or less is required for optical packet switching. Packet header processing in optical

domain has also been demonstrated to further reduce the processing delay (Calabretta et al., 2010).
12.6 ELECTRONIC CIRCUIT SWITCHING BASED ON DIGITAL SUBCARRIER
MULTIPLEXING
Transparent optical networks based on optical domain cross-connection (OXC) and switching have the

advantage of reduced complexity, signal transparency, and low energy consumption in comparison to

packet-based switching techniques. However, data rate granularity of OXC and routing, including elas-

tic optic networks based on flexible grid, tends to be coarse due to the limited spectral selectivity of

optical filtering, which may not fit the requirements of certain applications. Thus, electronic multiplex-

ing of the optical signal has to be added to achieve finer bandwidth granularities and high resources

sharing efficiency among users of diverse applications. Electronic domain digital cross-connection

(DXC) typically uses fixed bandwidth TDM. For example an optical transport network (OTN) standard

such as SONET and SDH can groom together multiple sub-wavelength tributaries, and provides edge

routers with links of desired rates to support various client port types. DXC routing based on byte in-

terleaved TDM requires bit synchronization, buffering, grooming, and forwarding engine. The com-

plexity of these operations usually leads to high levels of electrical power consumption.

FDM, refers to sub-wavelength channels aggregated in frequency domain, can be used in a circuit-

switched network to provide a dedicated spectral bandwidth between each pair of end users (clients

ports). In order to maximize network efficiency, the specific bandwidth allocated to each pair of

users has to be commensurate with the actual user demand which may vary over time. Thus fine

enough bandwidth granularity and dynamic bandwidth allocation are especially important. In the
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pre-SONET/SDH/OTN era, FDM technology was widely used to aggregate multiple transport chan-

nels into the same transmission medium. End-to-end circuits were routed and switched across the net-

work by reserving the required RF bandwidth of each channel. These FDM transport solutions were

mostly implemented using analog technologies based on RF filters, oscillators, amplifiers, and mixers

for channel selection, up- and down-conversions. Traditional FDM based on analog RF techniques

such CATV has very low tolerance to the accumulated signal distortion and crosstalk, and has stringent

requirement on the carrier-to-noise ratio (CNR). Significant spectral guard band is usually required

between adjacent frequency channels of an analog FDM system so that these channels can be separated

by RF filters at the receiver. This limits the bandwidth efficiency of analog FDM. In addition, analog

RF devices are not particularly suitable for dynamic provisioning of parameters such as subcarrier

channel frequency allocation and bandwidth.

Digital subcarrier multiplexing (DSCM) (Zhang et al., 2011) is a FDM technique which produces

multiple digitally created subcarriers on each wavelength. DSCM, which includes OFDM and Nyquist

FDM, has been widely used thanks to the rapid technological advances in high-speed CMOS digital

electronics and efficient DSP algorithms as have been discussed in Chapter 11. This circuit-based ap-

proach combined with elastic optic networking has the potential to provide high bandwidth efficiency,

sub-wavelength level flexible data-rate granularity, and electronic compensation of transmission im-

pairments. DSCM can also be used to build a circuit-switched cross-connect (DSXC) in optical net-

works to interconnect users with dedicated sub-wavelength circuits, end-to-end across the transport

network, with dynamic channel bandwidth allocation and signal power provisioning. A particularly

promising application of DSCM can be found in the radio-over-fiber (RoF) wireless fronthaul. In this

scenario wireless baseband-unit (BBU) and remote-radio-heads (RRH) are the end users of the DSCM

fronthaul network. Each baseband signal can be transmitted using a dedicated subcarrier channel,

whose bandwidth and power level can be customized to best fit the radio channel requirements.
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Block diagram of a digital cross-connect switching node.
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The basic block diagram of a DSXC is shown in Fig. 12.6.1. In this example, m subcarrier channels

are carried by each wavelength in a system of nwavelength channels for WDM. Each digital subcarrier

channel cij, (i¼1, 2, …, n, and j¼1, 2, …, m) can be routed to any output wavelength and subcarrier

through a cross-bar circuit-switching architecture. Each receiver on the left side of Fig. 12.6.1 performs

optical-to-electrical (OE) conversion, and each receiver on the right side of Fig. 12.6.1 performs

electrical-to-optical (EO) conversion. These OE and EO conversions can be either intensity modulation

and direct detection (IMDD), or complex optical field modulation and coherent detection. An analog-

to-digital converter (ADC) is used at the receiver to convert the received signal waveform into digital

signal, which is then processed by a DSP module. Similarly, a digital-to-analog converter (DAC) is

used at the transmitter which converts the processed digital signal into an analog waveform.

ThroughDSP it is possible to achieve precise frequency and phase control of the digitally generated sub-

carriers.Forexample,DSPalgorithmscanenable theapplicationoforthogonal frequencydivisionmultiplex-

ing (OFDM), and Nyquist-frequency division multiplexing (Nyquist-FDM) as have been discussed in

Chapter 11. Both of these digitalmultiplexing formats are known to provide high spectral efficiency, aswell

as the ability to digitally compensate a number of transmission impairments in fiber-optic systems such as

chromatic dispersion and polarization mode dispersion (PMD), thus assuring robust signal quality. OFDM

relies on the phase orthogonality between adjacent subcarrier channels so that crosstalk is minimized even

though there isnospectral guardbandbetween them.OFDMmultiplexingandde-multiplexingcanbe imple-

mented by utilizing highly efficient FFT algorithm inDSP.Nyquist-FDM,on the other hand, uses high order

digital filters to tightly confine the spectrumof each subcarrier channel. Ideally, as the spectrumof each sub-

carrier channel approaches infinitely sharp edges, crosstalk between adjacent subcarrier channels is circum-

vented even in the absence of spectral guard bands. This is equivalent to reshaping signal bits into Nyquist

pulses in the timedomainso that thespectral shapetends toasquare.WhileOFDMneeds tomaintainaprecise

phase relation between adjacent subcarrier channels to minimize the crosstalk, subcarrier channels in

Nyquist-FDM are spectrally isolated so that there is no need for phase synchronization between them.

Using the DSXC architecture shown in Fig. 12.6.1, a network operator can stitch a dedicated sub-

carrier at the input to a dedicated subcarrier at the output, forming a pass-through circuit. At the DSXC

there is no need to provide any form of forwarding engine once the subcarriers are stitched together (the

subcarrier circuit switch is set up across the DSXC). As a circuit-based switching mechanism, DSXC

can work with optical connect (OXC) as shown in Fig. 12.6.2 to provide an additional level of data rate

granularity for selected wavelength channels, and to enable end-to-end circuits with guaranteed band-

widths between the user pairs it supports.
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Combination of optical cross connect (OXC) and digital subcarrier cross-connect (DSXC).
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The circuit-based DSXC architecture is particularly suitable for high-speed and latency-sensitive

applications such as video streaming, cloud robotics, and 5G wireless fronthaul, to name a few. The

flexibility of DSP in the DSXC is expected to offer any-to-any dynamic routing, as well as channel

combining and splitting operation with minimum processing latency.

Use 5G mobile wireless system as an example which offers unprecedented services and connectivity

among a diverse pool of devices and applications. The broadband nature of 5Gnetworks requires significant

technological advances, both in the wireless infrastructure and the transport network that supports it. A

promising radio access network (RAN) architecture leverages the Cloud resources (C-RAN) in order to

achieve a simplified design of the remote radio head (RRH) in the cell tower (Pizzinat et al., 2014;

Larsson et al., 2014) as shown in Fig. 12.6.3A. The term “fronthaul” is used to describe the network which

provides connectivity between the RRH and the BBU, the latter being implemented in the Cloud. The up-

link of the fronthaul collects the waveforms received from the antenna arrays in the RRH and sends them

transparently (i.e., without decoding) to a centralized BBU, and the downlink, follows the reverse path.

As radio signals received and transmitted through antenna arrays are analog in nature, analog RoF is the

simplest format of transmission between RRH and BBU, which keeps the analog waveforms largely un-

tackled.However, analogRoF isknown tobevery sensitive towaveformdistortionwhichmaybe introduced

from linear and nonlinear impairments and inter-channel crosstalk in the transmission. In addition to the re-

quirement of high carrier-to-noise ratio (CNR), the performance of analogRoF is also limited by the relative

intensity noise (RIN) when the signal power is high. For broadband applications such as in 5Gwireless net-

works, the required quality of transmission of analog RoF over fronthaul is quite challenging to guarantee.

Digital transmission over fronthaul, on the other hand, digitizes the received analogwireless waveforms

and encodes them into digital bits for transmission. In this analog to digital conversion process, the data

rate and thus the bandwidth required for transmission over the fronthaul is scaled roughly by b times higher

than the original analog signal bandwidth where b is the bit resolution of the ADC. For example, for

eight channels of 20 MHz LTE signals using 40 MS/s ADC sampling rate at 15-bit resolution for each

I- and Q-component of the complex RF waveform, the digital data rate will be approximately

8�40�15�2¼12, 000Mb/s (Liu et al., 2016). More detailed data rate estimation also needs to take into

account control words [(CWs) and line coding]. Further considering multiple antenna elements for MIMO

beam forming, the required data rate can easily reach to 100Gb/s.
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FIG. 12.6.3

(A)wirelessfronthauland(B)blockdiagramofDSCM-basedfronthaul.BBU:BasebandUnit,andRRH:RemoteRadioHead.
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DSCM combines the advantages of analog RoF and digital processing by converting each analog

wireless channel into a digital subcarrier occupying the same bandwidth in the optical spectrum.

Fig. 12.6.3B shows the configuration of DSCM-based fronthaul. For the upstream-link, the analog

waveform received from the antenna is first digitized and processed by the DSP and then converted

back to the analog domain. The DSP is used for subcarrier channel aggregation, compensation of wave-

form distortions, and interference mitigation after radio wave propagation and detection by the antenna

array. Then this analog signal is converted into optical domain through an optical transmitter (EO). At

BBU, the received optical signal is converted into electrical domain by an optical receiver (OE), the

waveform is digitized by an ADC and fed into the DSP for processing. This DSP can be used to com-

pensate for transmission impairments of the fronthaul fiber system. Similar process can be described

also for the downstream link but following the reverse path. In this system, although high-speed data is

digitally processed inside the BBU, the signal transmitted through the fronthaul remains in the analog

format with the same spectral bandwidth as the original RF signal from the antenna. However, the ma-

jor advantage of DSCM over analog RoF in fronthaul application is that advanced DSP algorithms can

help correct waveform distortion, inter channel crosstalk, and other transmission impairments, and thus

signal integrity can be assured.
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DSP process of an 8�8 DSXC to cross-connect switch subcarrier channel.
Fig. 12.6.4 shows an example of an 8�8 DSXC implemented on a FPGA platform (Xu et al., 2018).

Three different channel bandwidths (30, 80, and 180 MHz) are used with two different modulation

formats (QPSK and 16QAM) as shown in the figure. Nyquist FDM channels are digitally created with

sharp transition edges on both sides of the spectrum so that minimum spectral guard band is allowed

between subcarrier channels. The input signal is first split into eight copies, and each subcarrier channel

is selected by a band-pass filter and digitally down converted (DDC) to the baseband. After cross-bar

switching, a group of digital up converters (DUC) up-shifts these channels to their target subcarrier

frequencies. Through this process, any input subcarrier channel can be switched to any output subcar-

rier frequency.
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Input (A) and output [(B) and (C)] spectra of an 8�8 DSXC indicating any-to-any switching capability. The bottom

row shows the typical constellation diagrams of QPSK and 16QAM after cross-connect switching.
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Fig. 12.6.5 shows the measured input and output spectra of the 8�8 DSXC with two different

switching settings. The original subcarrier channels [1 2 3 4 5 6 7 8] shown in Fig. 12.6.5A have been

switched to [7 4 6 5 3 2 8 1] and [8 6 1 7 2 3 4 5], respectively, as shown in Fig. 12.6.5B and C. Equir-

ipple 108th order FIR filters are used in this example for DDC and DUC. The ripple in the filter pass-

band is 0.5dB and the stopband attenuation is 30dB. Typical constellation diagrams of QPSK and

16QAM modulated channels after cross-connect switching are shown in the bottom row of

Fig. 12.6.5 indicating no visible degradation of signal quality through the DSXC process. The spectral

guard band reserved between adjacent subcarrier channels is set to 20 MHz primarily for the demon-

stration purpose. Narrower guard band of less than 5MHzwould not significantly increase the crosstalk

as the spectral confinement of each channel is tight enough, which is determined by the order of digital

filters.
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As this DSXC is operated in the electric domain, the overall bandwidth is limited by the speed of

ADC and DAC. It is also important to note that processing delay is primarily determined by the digital

filters implemented in the DSP. Higher order finite-impulse-response (FIR) filters with large number of

taps provide better spectral selectivity, but would introduce longer processing delays. Thus, a tradeoff

has to be made between spectral selectivity and processing delay of FIR filters. Nevertheless, as the

delay of each tap is determined by the clock period which is on the order of several hundredMegahertz,

processing delay of much less than 1μs is easy to achievable even with high order (>100) FIR filters.
12.7 SUMMARY
In this chapter, we have discussed and explained basic concepts of optical networking. An optical net-

work can be divided into several different layers based on their functionalities. While lower layers pro-

vide physical transmission medium such as optical fibers and optical transceivers, higher layers are

more application oriented providing connection and routing control, scheduling and dada format inter-

pretation, quality-of-service control, and network management. Note that the definition of each net-

work layer may change based on the specific network architecture. Boundaries between layers may

also become less clear as cross-layer design and optimization become more common in the network

design (Subramaniam et al., 2013), which helps simply the overall network architecture. A number of

physical layer network topologies for connections between optical nodes have been discussed, which

include point-to-point, bus, star, ring, mesh, and tree. The selection of physical layer network topol-

ogies in the network design depends on many factors, such as the number of users and the geological

locations of these users.

SONET and SDH are the twomost important datamultiplexing standards for high-speed transmission

which have been used for several decades. Both SONET and SDH are synchronous multiplexing struc-

tures which allows the rates of SONET/SDH to be defined as integer multiples of a base rate. It allows

multiple low-speed data streams to be multiplexed into a higher speed data stream in a straightforward

way. The overhead bits embedded SONET/SDH frames provide necessary information for connection

control, frame interpretation, and network management. In comparison to SONET/SDH, IP is a packet-

switching protocol in which information is delivered in packets with variable packet lengths. Because of

its flexibility, IP has become the more preferable choice for dynamic optical networks.

Depending on the geographic coverage, the number of users, the capacity requirements, and func-

tionalities, optical networks can be divided into several categories, such as WAN, MAN, LAN, access

network, and DCN. Each network categorymay have its priority in terms of requirements and concerns.

For example, a WAN has to provide high transmission capacity over long distances, whereas a

local-area network may have more emphasis in the flexibility and the cost. Although multi-terabit

transmission capacity can be realized in long haul optical systems, aggregation and access can often

be bottlenecks for network users. PON discussed in Section 12.3 is one of the most popular architec-

tures for FTTH or FTTC.

Optical interconnection usually refers to short distance optical connection and often with multiple

parallel channels. AOC is a good example of optical interconnection which can provide 100Gb/s con-

nection capacity for short distance but at very low cost. Optical interconnections between printed
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electronic circuit boards and between IC chips on the same board are very promising for high-speed

electronic circuits to increase the connection bandwidth and reduce the energy consumption. Optical

interconnection can be benefited from photonic integration with VCSEL and photodiode arrays.

DCNs are a special category of optical network to address the need of highly dynamic data traffic

between large numbers of computer servers. The unprecedented amount of data that needs to be com-

municated among computers and servers within each datacenter and between different datacenters im-

poses unique requirements and unprecedented challenges to data communication networks of all

scales. Several DCN architectures have been discussed in Section 12.4 including traditional three layer

tree architecture, optical switching architecture, and an optical architecture including both inter-rack

and intra-rack interconnections. As optical switches are usually slow, a hybrid architecture is intro-

duced which combines electronic packet switching and optical circuit switching. A mega datacenter

architecture is also discussed, which interconnects a large number of identical self-contained shipping

containers known as PODs. Each POD encloses a group of computer servers, a self-consistent network

interconnecting these servers, and a cooling/fan system to support its operation. This mega datacenter

architecture is modular and easy to expand.

Switching and cross connection are the most important functionalities in dynamic optical networks.

Optical circuit switching is transparent to signal modulation format and insensitive to spectral band-

width, but the switching speed is relatively slow. Thus, optical circuit switching is most efficient for the

routing and cross-connection of broadband optical signals. Both ROADM and cross-bar optical switch-

ing can be space-based switching or wavelength-based switching, or their combination. Traffic con-

gestion and blocking is the most important issue in optical network design, especially with circuit

switched optical networks. Wavelength conversion, although costly, is shown to be effective in reduc-

ing blocking probability. Elastic optical networks with flexible wavelengths and spectral bandwidths is

also discussed which can help improve the spectral efficiency. Optical packet switching, on the other

hand, can be much more flexible and dynamic for traffic routing. But an optical packet switching has to

be much faster, and a switching node with optical overhead extracting and label swapping is usually

more complex than that of circuit switching.

A digital subcarrier cross connect (DSXC) switch architecture is discussed in Section 12.6. As an

alternative to electronic packet switching, DSXC is based on circuit switching, it is able to provide fine

data rate granularity for efficient network resource sharing among users while maintaining high spec-

tral efficiency.
PROBLEMS
1. Consider a lightwave broadcasting system operating in 1320nm wavelength using standard single-

mode fibers with negligible chromatic dispersion. There are 10 fiber spans as shown in the

following figure, and each span has 4km fiber with attenuation coefficient αdB¼0.5dB/km. There

is also an optical splitter at the end of each fiber span (except the last span) with 3-dB power-

splitting ratio (α¼3dB). The receiver electric bandwidth is Be¼1.5 GHz. The optical power

launched from the transmitter is 10dBm. The PIN photo diode used in the receiver has a

responsivity of 0.75A/W and negligible dark current. The load resistor is 50Ω.
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Tx 

PD1 

Fiber 1 Fiber 2 
Fiber 10 Fiber 3 

PD2 PD3 PD9 PD10 

(a) Find the signal electrical currents generated at the output of the 1st photodiode (PD1) and the last

photodiode (PD10).

(b) Consider only thermal noise and shot noise, calculate the electrical SNR at the output of PD1 and

PD10, respectively. Discuss which photodiode is limited by thermal noise and which photodiode is

limited by shot noise

(c) Obviously in this system, the 3-dB splitting ratio of each fiber coupler is not optimum and the last

receiver always receives the lowest optical power. Find the optimum splitting ratio α (assume all

the fiber couplers have the same coupling ratio) such that the 1st and the 10th photodiodes receive

the same signal optical power. (at lease write an equation which leads to the finding of the optimum

α value)

2. The following unidirectional bus network has N nodes. All 2�2 directional couplers are identical

and each has an excess loss β¼0.5dB. The total fiber length in the bus is lfiber¼40km with the

attenuation coefficient αdB¼0.3dB/km (neglecting connector and splice losses).
Tx Rx 
Node 1 Node 2 Node N

Tx Rx Tx Rx 

Input 

(a) Suppose the power-splitting ratio of each coupler is α, what is the total loss between the transmitter

of node 1 and the receiver of node N? (Write the expression in terms of α and N).
(b) Find the optimum power-splitting ratio α of the fiber coupler (suppose all couplers are identical).

(c) Suppose that each receiver has a sensitivity of 100nW.What is the minimum optical power of each

transmitter to support the network with 12 nodes with zero margin.

3. There are six users located in a square grid separated by 2km between the nearest neighbors, as

shown in the following figure. Each user is equipped with an optical transceiver, and assume the

fiber loss is 2.5dB/km (multi-mode fiber at 850nm). To design a network which provides

bidirectional interconnection (any-to-any) among these users, three configurations are considered,

including folded bus (shown in Fig. 12.1.4), unidirectional fiber ring (shown in Fig. 12.1.6), and star

(shown in Fig. 12.1.8A), and with a 6�6 star coupler with equal splitting ratio 1/6 and co-located

with user 3).
(a) What is the total fiber length required for each network configuration
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(b) With the optimum coupling coefficient of optical couplers, which configuration has the lowest

loss (worst case)?
User1 User2 

User3 

User5 

User4 

User6 

2km 

2km

2km

km22

4. Repeat problem 3, but now the 6 users are located along a straight line as shown in the following

figure (assume the 6�6 star coupler is co-located with user 3 equal splitting ratio of 1/6)
User1 User3 User2 
2km 

User6 2km 

5. For the following 16�16 shuffle-net with five layers of optical couplers, what is the power-

splitting loss?
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6. Consider an 8�8 optical star network using configuration similar to Fig. 12.1.11B. However, each

wavelength-tunable transmitter only has four wavelengths to choose from. If you are given four

DEMUX, four MUX, and many 1�2 (and 2�1) optical couplers
(a) Draw the star network configuration

(b) Discuss possible disadvantages compared to having eight wavelengths to choose.
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7. In SONET frame structure (a) what is the percentage of signal data in each STS-1 frame? and what

is the percentage of signal data in each STS-N frame (N¼3, 12, 48, and 192)?

8. Consider shared protection scheme shown in Figs. 12.2.2B, not only fiber protection is shared,

protection of transmitters and receivers is also shared. Assume there are N pairs of working fibers

and one pair of protection fiber, N transmitters and N receivers. If the failing probabilities for each

fiber, transmitter, and receiver are η, ξ, and ε, what is the failing probability of the network?

9. Two unidirectional path-switched rings (UPSRs) are connected through a shared node. Each node

has two transceivers, except for node 3 which has four transceivers. Solid lines are working paths

and dashed lines are protection paths.
Node1 Node3 

Node2 

Node4 

Node5 

Node7 

Node6 

(a) If both fibers are cut between node 2 and node 3, draw signal path from node 2 to node 5.

(b) If both fibers are cut between node 2 and node 3, and between node 3 and node 5, draw signal path

from node 2 to node 5.

10. Consider TDM PON shown in Fig. 12.3.2 in which 1490nm wavelength is used for

downstream (from OLT to ONU) and 1310nm wavelength is used for upstream (from ONU

to OLT). Fiber loss is 0.3dB/km for 1490nm and 0.5dB/km for 1310nm. Other parameters

are: fiber length between OLU to star coupler is 10km, maximum length from star coupler to

ONU is 5km. Only consider intrinsic splitting loss of 1�N star coupler.
(1) What are the maximum optical losses for N¼16, 32, and 64, respectively at these two

wavelengths?

(2) For a direct detection receiver limited by thermal noise, the receiver sensitivity is related to

the electric bandwidth. Assume transmitters in the OLT and ONU have the same optical

power, what is the difference of maximum allowable transmission bandwidth between the

downstream and upstream channels.
11. Consider a gigabit PON (GPON) with a 1�N star coupler connecting OLT with N ONUs. Data

rates are 2.5Gb/s for downstream and 1.25Gb/s for upstream.
(a) Based on the TDM-PON configuration shown in Fig. 12.3.2, what are the maximum and the

average data rates each ONU can use for downloading and uploading?

(b) If WDM-PON is used with wavelength-independent 1�N star coupler (Fig. 12.3.5), and five

wavelengths are used in each ONU, what are the maximum and the average data rates each

ONU can use for downloading and uploading?
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(c) If WDM-PON is used with a N-channel WDM coupler as shown in Figs. 12.3.6 and 12.3.7,

and each ONU has a dedicated wavelength, what are the maximum and the average data rates

each ONU can use for downloading and uploading?
12. Consider a datacenter network (DCN) interconnecting 20 ToRs based on the architecture shown in

Fig. 12.4.7, in which an M�M cross-bar optical switch is used, and at any moment of time each

input port can be connected to any one of the output ports. Assume 10 wavelength channels are

used for each ToR, but each WSS has 4 output ports.
(a) What is the minimum value of M for the M�M cross-bar optical switch?

(b) Can this DCN guarantee any-to-any interconnection between ToRs, and why?

(c) For a given ToR, what is the maximum number of ToRs it can simultaneously connect to?
13. Design a RODAM similar to the configuration shown in Fig. 12.5.2, but the WDM MUX and

DEMUX are each replaced by aWSS with the functionality shown in Fig. 12.5.4A, and aWSS can

also be used in the reverse direction. Assume there are 20 wavelength channels and the ROADM

allows a maximum of 4 channels to be add/dropped.
(a) What is the minimum number of optical ports each WSS must have in this case?

(b) Sketch the ROADM configuration, and explain how it works.
14. For the crossbar optical switch architecture shown in Fig. 12.5.5 withm input fiber,m output fiber

and, each fiber carries n wavelength channels, explain, without the wavelength conversion

capability, why the degree of freedom is only n� (m�m), instead of (m�n)� (m�n).

15. Consider a WDM optical network as shown in Fig. 12.5.7A with the capability of carrying a

maximum of 40 wavelength channels in each hop, and there are 10 hops. In order for the blocking

probability to be less than 10%, what is the maximum number of wavelength that can be actually

used in the following two cases?
(a) Without wavelength conversion

(b) With wavelength conversion
16. Consider a WDM optical network again as shown in Fig. 12.5.7A without the capability of

wavelength conversion. The network has 10 hops, 9 of them can carry a maximum of 40

wavelength channels, but one of them can only carry 30 wavelength channels. If this network

utilizes 15 wavelength channels, what will be the blocking probability?

17. Same as problem 16, but now 27 wavelengths are used and all switch nodes have wavelength

conversion capability. Find the blocking probability?

18. Consider a multi-wavelength optical network in a ring configuration as shown in the following

figure with five nodes, and five fiber links connecting them. Assume each fiber link is

bidirectional and three wavelengths λ1, λ2, and λ3, can be used in each direction. At the time a

request arrives to setup a lightpath, the network is in the following status:
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(a) What is the set of available wavelengths on each link?

(b) For a request of setting up a lightpath from node 1 to node 4 at this moment, which path and

wavelength you need to use (there is no wavelength conversion)?

19. Consider an optical network considering of multiple channels with 10, 12.5, 32, 130, and 330 GHz

spectral bandwidths for 10, 40Gb/s (QPSK+dual polarization), 100, 400Gb/s, and 1Tb/s,

respectively. Assume the network has a total of 50 channels: 20�10Gb/s, 10�40Gb/s,

10�100Gb/s, 8�400Gb/s, and 2�1Tb/s.
(a) Consider these channels are arranged on a regular 50 GHz WDM grid, what is the efficiency

of spectral utilization?

(b) If flexible grid is used and reserving 2-GHz guard band between adjacent channels, what is

the efficiency of spectral utilization?
20. For the optical packet switched network shown in Fig. 12.5.10, complete routing tables for nodes 2

and 6 (which may not be unique).

21. In comparison between optical packet switching and optical circuit switching list their advantages

and weaknesses.
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International Standard Organization (ISO), 557

International Telecommunications Union (ITU), 63, 602

Internet Control Message Protocol (ICMP), 571

Internet header length (IHL), 571

Internet Protocol (IP), 559, 569–570, 570f, 612
packet structure, 571–572, 571f

Internet traffic, 555–556, 574
Intrinsic perturbation, 54

IP. See Internet Protocol (IP)

IPV4, 571–572
Isolation, 252

Isolators. See Optical isolators

ITU-T G.652 fiber, 64

ITU-T G.651 MMF, 63–64

J
Jacobi-Anger identity, 314–315
Johnson noise. See Thermal noise

Junction capacitance, 134

Junction temperature, LDs, 116–118
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K
Kerr-effect nonlinearity, 20–21, 58–63, 70–71

L
Label swapping, 605

Label-switched path (LSP), 572

Label-switched router (LSR), 572

Lambertian, 84

Large core area PCF, 68f, 69

Large effective area fiber (LEAF), 9, 64, 65t, 71

Laser diodes (LDs), 77–78
amplitude and phase conditions, 88–90
biasing circuit, 117, 117f

configuration, 118–119, 118f
cylindrical packaged, 117–118, 117f
equivalent electrical circuit, 115, 116f

external cavity laser, 108–111
heat sink mounted, 117–118, 117f
mode partition noise, 104

modulation
adiabatic chirp, 98

direct intensity, 95, 96f

small-signal response, 97

transient chirp, 98

turn-on delay, 96, 97f

optical feedback, 88

packaging, 119

phase noise, 102, 102f

P�I curves, 116–117, 116f
rate equations, 91

relative intensity noise, 99, 100f

side-mode suppression ratio, 94–95
steady state solutions of rate equations, 92–94
temperature stability, 118

Last-mile networks. See Access networks

L-band, 14

LDs. See Laser diodes (LDs)

Light-emitting diodes (LEDs), 77–78
modulation dynamics, 86–88
P�I curve, 85–86
surface- and edge-emitting, 84

Lightpath, 558, 600–601, 601f
Lightwave, 21–22
degree of polarization, 23

phase front, 22

speed of propagation, 22

state of polarization, 22–23
Lightwave broadcasting system, 613

Line, 568

Line-amp, 150–151, 156
Linearly polarized (LP) mode, 39
Linear polarization, 22–23
Linear units, 15

Liquid crystals, 278–279
birefringence, 280, 280f

electric voltage, 284

homogenous and homeotropic, 279, 279f

polymer-dispersed, 282, 282f

total internal reflection, 282–283, 283f
twisted nematic, 281, 281f

Lithium niobate (LiNbO3), 300, 300f

EO coefficients, 304–305
EO tensor matrix, 301–302
index ellipsoid equation, 302

longitudinal modulation, 212f, 301–302
modulation efficiency, 306

phase modulation, 305–306, 306f
refractive indices, 305, 306f

transverse modulation, 213f, 303

waveguides, 215f, 304

Local-area network (LAN), 573f, 574

Logical link control (LLC), 559

Longitudinal EO modulator, 212f, 301–302
Long-span (LS) fiber, 65t
M
Mach-Zehnder interferometers (MZIs), 175–176, 176f, 204,

210, 292

all-fiber MZIs, 219, 219f

application, 221

and electro-optic (EO) modulation, 307, 307f

free-space configuration, 219, 219f

and optical switching, 276, 276f

power transfer function, 220, 221f

transmission efficiencies, 220

Mach-Zehnder modulators (MZMs), 321, 321f

Material dispersion, 51–52
Maxwell’s equations, 34, 36–37
Mean-field approximation, 166

Mechanical switch, 284–285
Medium access control (MAC) layer, 559, 581

Mega datacenters, 588–589
MEMS. See Micro-electro-mechanical systems

(MEMS)

MEMS optical switch, 284–285, 285f
application, 289, 290f

crossbar fabrication, 288, 289f

Digital Micromirror Device, 286, 286f

3D architecture, 285, 285f

Meridional modes, 39

Meridional rays, 31, 32f

Metropolitan area network (MAN), 573f, 574
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Michelson interferometer

configurations, 222, 222f

extinction ratio, 223

power transfer function, 222–223
transfer matrix, 222–223

Micro-bending, 46

Micro-electro-mechanical systems (MEMS), 11–12, 274,
284–285, 591

Micro Integrable Tunable Laser Assembly (μ-ITLA), 120
Micro-ring modulator, 238, 319, 321, 323–324
Mie scattering, 282

Modal dispersion, 20–21, 53, 70
Mode coupling, 55

Mode division multiplexing, 55–56
Mode-field diameter (MFD), 43

Mode-field distribution, of SMF, 44, 44f

Mode partition noise, 104

Modified Bessel functions, 35, 36f, 37

Modified Scholow-Towns formula, 103

Modulation chirp, 98, 329

Modulation efficiency, 95, 306

Modulation formats

analog optical systems
analog subcarrier multiplexing and optical single-sideband

modulation, 473–478
carrier-to-signal ratio, inter-modulation distortion and

clipping, 478–481
radio-over-fiber technology, 483–486
relative intensity noise, 481–483

bandwidth efficiency, 440

binary NRZ and RZ modulation formats

chromatic dispersion, 443

fifth-order Bessel filter, 442–444, 442–443f
Fourier transform, 441–442
longdistance fiber-optic systems, 440

normalized Q-values of, 444

signal-dependent noise dominated system, 443–444
BPSK optical systems

coherent detection, 461, 461f

LO-ASE beat noise, 462

optical signal to noise ratio (OSNR), 462

trans-impedance amplifier (TIA), 461

waveform distortion, 462

carrier-suppressed return-to-zero (CSRZ), 456–460
DPSK optical systems

coherent detection and direct detection, 463

coherent homodyne detection, 463

differential delay line-based self-homodyne detection,

465–466
direct detection receiver, 463–464
Mach-Zehnder interferometer, 463–465, 464f

duo-binary optical modulation

delay-and-add operation, 454, 455f
eye closure penalty level, 456

Mach-Zehnder modulator (MZM), 454, 455f

time-domain optical field and optical power, 456, 456f

high-level PSK and QAM modulation

additive white Gaussian noise (AWGN), 466–467
direct detection receiver, 469

error-vector-magnitude, 470, 472

optical phase modulation, 466

quadrature phase shift keying (QPSK), 469

spectral efficiency, 466–467
M-ary and polybinary coding

block diagram of, 450, 452f

chromatic dispersion-limited fiber-optic system, 450

controlled inter-symbol-interference (ISI), 453

feature of, 452

group-velocitydispersion (GVD) tolerance, 450, 451f

multilevel coding scheme, 451–452
original binary data sequence, 453

signal-independent noise, 451

signal spectral bandwidth, 450, 451f

optical system link budgeting

OSNR budgeting, 487–489
power budgeting, 486–487

PRBS patterns and clock recovery

digital transmission system, 446

frequency difference, 449

mark-density-pattern, 447

narrowband filter, 448

nonlinear circuit, 449

parameters, 445

pattern length, 445, 445f

received bit sequence, 447

shift registers with feedback, 446, 446f

time-domain waveform, 448–449, 448f
truth table, 446–447, 446f
voltage-controlled oscillator (VCO),

449, 449f

zero-substitution-pattern, 447

transmission distance, 440

transmission medium, 440

Moore’s law, 498, 587–588
MPLS. See Multiprotocol label switching (MPLS)

Multimode fibers (MMFs), 20–21, 38
ITU-T G.651, 63–64
modal dispersion, 53, 55b, 70

propagation modes, 55–56
Multiple longitudinal modes, 89, 94

Multiplexers (MUXs), 10, 210, 210f, 239, 566

Multiplex inline optical amplifiers, 573

Multiprotocol label switching (MPLS), 572

Multiwavelength optical system, 193

MUXs. See Multiplexers (MUXs)

MZIs. See Mach-Zehnder interferometers (MZIs)
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N
Near-field (NF) distribution, 44

Noise-equivalent power (NEP), 140–141, 150–151
Noise figure, 201

of EDFA, 181, 205

in optical amplifiers, 163–165
of Raman amplifiers, 198, 198f

Nondispersion-shifted fiber (NDSF)

chromatic dispersions, 65f

specifications, 65t

Nonlinear Schr€odinger (NLS) equation, 58–63
Non-radiative recombination, 80, 181

Non-zero dispersion-shifted fiber (NZ-DSF), 9, 64

chromatic dispersions, 64–65, 65f
Normal incidence, 26

Normalized FWM efficiency, 178

Normalized propagation constant

optical fiber, 39

rectangle optical waveguides, 265f, 266

n-type semiconductor, 126–127, 128f
Numerical aperture, 39–43, 47–48b
Nyquist-frequency division multiplexing (Nyquist-FDM), 608

Nyquist pulse modulation

digital-analog hybrid approach, 527, 527f

Nyquist-FDM optical system, 526–527, 526f
Nyquist filter amplitude transfer functions, 523, 524f

sharp-edged spectrum, 524

time-domain waveforms and frequency spectra of OFDM,

523, 523f

O
O-band, 14

O/E convertor, 125–126
ONU. See Optical network units (ONU)

Open-circuit voltage, 146

Optical add/drop multiplexing (OADM), 596–599, 597f
Optical amplifiers, 155, 201. See also Semiconductor optical

amplifiers (SOAs)

ASE noise
in electrical domain, 161–163
power spectral density, 160–161

bandwidth, 158

functions, 156f

gain medium, 157, 157f

noise figure, 163–165
saturation, 159

Optical carrier 1 (OC1), 567

Optical circuit switching, 596

Optical circulators, 290–291
applications, 253

configuration, 253, 253f
FBG reflection, 253, 253f

functions, 253, 253f

operating principle, 254, 254f

Optical communication, 586–587
Optical cross connect (OXC) switching, 599–602, 599f
Optical directional coupler, 292

absorption and scattering loss, 214

directionality and reflection, 214

insertion loss, 214

vs. optical switches, 274, 274f

power-splitting ratio, 214

power transfer coefficient, 213

splitting ratio, 215, 215–216f
transfer matrix, 217–218

Optical distribution network (ODN), 579

Optical-electrical-optical (O-E-O) transformations, 568–569
Optical fibers, 3, 4f, 5, 557

advantages, 5–6
attenuation, 5, 5f, 44–48
field distribution profile, 43–44
guided mode, 39

index profiles, 31, 31f

Kerr effect nonlinearity, 58–63, 70–71
LP mode, 39

meridional modes, 39

nonlinear Schr€odinger equation, 58–63
normalized propagation constant, 39

numerical aperture, 39–43
properties, 20–21
skew modes, 39

stimulated Brillouin scattering, 56–57
stimulated Raman scattering, 57–58
structure, 20, 20f

wave propagation modes
electromagnetic field theory, 34–38
geometric optics analysis, 31–34
Optical filter, 210, 210f

Optical interconnection, 586–588
Optical interface, 24, 24f

Optical isolators, 210, 210f, 250, 290–291
configuration, 250, 250f

performance, 252

polarization-independent
configuration, 251, 251f

operating principle, 251, 252f
Optical layer, 558, 568

Optical line terminal (OLT), 579, 581–582, 582f
Optical networks

architectural design, 559

categories, 573–574, 573f
datacenter, 588–595
elastic, 602–603
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Optical networks (Continued)

electronic circuit switching, 606–612
folded bus, 560, 560f

interconnection, 586–588
layers, 557–559, 557–558t, 558f
optical interconnection, 586–588
optical switching and cross connection, 596–606
passive, 579–585
physical layer configuration, 558, 558f

protection and survivability, 574–579
synchronous optical network, 567, 567t

topologies, 559–566, 560f
unidirectional ring configuration, 562, 562f

Optical network interface (ONI), 593–594
Optical network units (ONU), 579–580, 582, 582f
Optical packet, 604–605, 604–605f
Optical packet routers, 604

Optical packet switching, 596, 604–606, 606f
Optical phase shift, 29, 69–70
Optical phonon, 57, 195

Optical power, 15

Optical signal-to-noise ratio (OSNR), 160, 201

long-distance optical transmission system, 356

N optically amplified fiber spans, 356, 356f

Q-value, 357–358, 357f
thermal noise and dark current noise, 357

Optical single-sideband (OSSB) modulation, 312–313, 313f
Optical switches, 291

acousto-optic (AO) switch, 278, 278f

advantage, 277–278
applications, 274

evanescent-mode coupling, 275–276, 275f
liquid crystals, 278–279

birefringence, 280, 280f

electric voltage, 284

homogenous and homeotropic, 279, 279f

polymer-dispersed, 282, 282f

total internal reflection, 282–283, 283f
twisted nematic, 281, 281f

by Mach-Zehnder interferometer configuration, 276–277,
276f

vs. optical directional coupler, 274, 274f

semiconductor-based, 275, 275f

Optical-to-electrical (OE) conversion, 172, 347, 608

Optical transmission system, 555–556
bit error rate (BER)
definiton, 338

vs. Q-values, 339–347
characteristics, 338

electrical to optical (E/O) conversion, 338

optical signal-to-noise ratio (OSNR)

long-distance optical transmission system, 356
N optically amplified fiber spans, 356, 356f

Q-value, 357–358, 357f
thermal noise and dark current noise, 357

performance degradation

ASE noise accumulation, 368–370
chromatic dispersion, 361–365
fiber nonlinearities, 372–376
multipath interference, 370–372
polarization mode dispersion, 365–368

physical layer, 338

physical mechanisms, 338

properties, 338

receiver sensitivity

definition, 352–353
direct detection receivers, 353, 353f

10-Gb/s system, 354–355, 355f
Q-value, 353

waveform distortion, 355–356
wavelength division multiplexing, 358–361
XPM-induced intensity modulation in IMDD optical

systems

attenuation effects, 377

chromatic dispersion, 377

crosstalk waveforms, 385f, 386

experimental setup, for frequency domain, 381, 381f

externalcavity tunable semiconductor lasers, 381

frequency response, 381–383, 382–383f
linear propagation group delay, 377

linear superposition, 379–380, 380f
normalized crosstalk vs. fiber dispersion, 388, 388f

normalized power crosstalk levels vs. dispersion

compensation, 389, 389f

normalized power crosstalk levels vs. receiver

bandwidth, 386–387, 387f
power transfer functions, 385–386, 386f
pump-probe interaction, 376–377, 377f
short fiber section, 378, 378f

theoretical analysis, 376–377
time-domain waveforms, 385, 385f

transfer function, 383

XPM-induced phase modulation, 389–391
Optical wave, 20. See also Lightwave

Optimum coupling coefficient, 561–562, 563f
Orthogonal frequency division multiplexing (OFDM), 499, 608

band-pass filter (BPF), 519

BER, receiver bandwidth functions, 521, 521f

bit error rate (BER), 519–520
chromatic dispersion, 516–517
cyclic prefix, 516–517, 516f
data sequence mapping, 520–521, 520f
double-sideband (DSB) spectrum, 514–515
electric power spectral density, 520–521



631Index
Fourier transform, 518

frequency down-conversion, DFT for, 515, 515f

guard band in low frequency, 519, 519f

IDFT for frequency up-conversion, 514, 514f

intensity-modulated optical signal, 518, 518f

intensity modulation and direct detection, 516–517f, 517
with N subcarrier channels, 512–513, 513f
Nyquist sampling theorem, 517–518
optical intensity waveform, 518–519
serial-to-parallel conversion process, 519–520
spectral guard band, 512, 512f

spectral overlap, subcarrier channels, 512, 512f

spectra of the signal channel, 521–523, 522f
time-domain data matrix, 515, 515f

time-domain parallel sequences, 514, 514f

time-domain waveform, 521–523, 522f
transmission impairments, 512–513

P
Packaged fiber amplifiers, 156, 157f

Packets, 556–557
Packet-switched network, 556–557
Panda fiber, 66–67, 67f
Passive optical components, 210

free-space optical assembly, 210

optical directional coupler
absorption and scattering loss, 214

directionality and reflection, 214

insertion loss, 214

power-splitting ratio, 214

power transfer coefficient, 213

splitting ratio, 215, 215–216f
transfer matrix, 217–218

photonic integration, 211

Passive optical networks (PONs), 14, 579–585
definition, 579

Ethernet, 583

gigabit, 583

optical configurations of, 579–580, 580f
time division multiplexing, 580–583, 581f, 583f, 616
wavelength-division multiplexing, 584–585, 584–585f

Passive quenching, 144, 145f

Path, 568

PCFs. See Photonic crystal fibers (PCFs)

Peltier, 119

Phase front, 22

Phase noise, 102, 102f

Phase velocity, 48–49
Photocurrent, 129, 146

Photodetectors, 125–126
Photodiodes, 125–126, 613–614. See also Avalanche

photodiode (APD)
current-voltage relationship, 135–136, 135f
detection speed, 133, 150

carrier drift, 134

junction capacitance, 134

time domain response, 134, 135f

electrical circuit, of optical receivers, 136, 136f

noise-equivalent power (NEP), 140–141
noise sources

dark current noise, 138

input-referred rms noise, 138–139
shot noise, 138

thermal noise, 137–138
PN and PIN, 126–131
quantum efficiency, 126–131
responsivity, 126–131, 150
signal-to-noise ratio (SNR), 139–140
transimpedance gain, 136

Photon energy, 15

Photonic crystal fibers (PCFs)

applications, 69

cross-section, 68, 68f

highly nonlinear, 69

hollow core, 68

large core area, 69

Photonic integration, 211

Photovoltaic (PV), 145, 151, 154

electric power and photocurrent, 146, 147f

equivalent electric circuit, 147, 148f

optimum load resistance, 147

photocurrent, 145f, 146

properties, 146

P�I curve

laser diodes (LDs), 116–117, 116f
light-emitting diodes (LEDs), 85–86

Piezo-electric transducer (PZT), 222f, 246

PIN diode, 125–126, 152
advantages, 130

properties, 131, 131f

structure, 130, 130f

PIN-TIA module, 137

Pixel shifter circuit, 148–149, 149f
Planar lightwave circuits (PLCs), 10, 20, 20f, 30, 211,

243, 255

polymer based, 256

silica-based, 255

Plane wave, 22

polarized, 22

reflection and refraction, 24, 24f

state of polarization, 23f

Plastic optical fiber (POF), 69

Plesiochronous digital hierarchy (PDH), 567

p–n junction, 79–80
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PN photodiode

energy band diagram, 129f

photon absorption, 129, 129f

Point-to-point optical transmission system, 155–156, 156f
Point-to-point protocol (PPP), 559

Polarization-independent optical circulators, 253, 253f

Polarization-independent optical isolators

configuration, 251, 251f

operating principle, 251, 252f

Polarization-maintaining (PM) fiber, 66, 74

complications, 68

output field vector, 67, 67f

Panda and Bowtie, 66–67
Polarization-mode dispersion (PMD), 9–11, 53–55, 70, 608
constant modulus algorithm, 506–507
fiber birefringence overtime, 505

filter transfer functions, 506–507
recursive adaption process, 506–507

Polarization multiplexing (PM), 12–13, 12f, 55–56
Polarized light, 22–23
Polydimethylsiloxane (PDMS), 587–588
Polymer, 256

Polymer-dispersed liquid crystal (PDLC), 282, 282f

Polymer waveguides, 587–588
Polymethyl methacrylate (PMMA), 69, 587–588
PONs. See Passive optical networks (PONs)

Positive birefringence, 279

Post-amplifier, 155–156
Power budgeting, 486–487
Power-conversion efficiency, 114–115
Power spectral density (PSD)

and ASE-ASE beat noise generation, 162f, 163

ASE noise, 160–161
of phase noise, 103

and signal-ASE beat noise generation, 162, 162f

single- and double-sideband modulation, 314, 315f

Power transfer function

electro-absorption modulator, 326, 327–328f
electro-optic modulator, 310, 311f

Fabry-Perot interferometers, 224, 226, 226f

intensity modulator, 308

Mach-Zehnder interferometers, 220, 221f

Michelson interferometer, 222–223
micro-ring-resonators, 319–320, 319f
semiconductor optical amplifiers, 167–169, 168–169f
single-sideband modulator, 314

Preamplifier, 156

Printed circuit boards (PCB), 586–587, 587f
Protection channels, 575, 575f

p-type semiconductor, 126–127, 128f
Pulse broadening, 55b

Pump absorption efficiency, 181
Q
QPSK modulation, 316–317, 316f
Quadrature amplitude modulation (QAM), 12

Quadrature phase shift keying (QPSK), 10–12
Quality of service (QoS), 557, 572

Quantum efficiency, 131–133, 149
Quantum limit, 126

Quantum noise. See Shot noise

Quenching, 144, 145f

Q-value

for binary modulated systems
IMDD optical systems, 339–342
receiver BER and, 342–347

eye diagram parameterization, 348–351
noise and waveform distortion

signal-dependent noise, 348

signal-independent noise, 348

receiver sensitivity, 353

ring-resonators, 318–319

R
Radiative recombination, 80, 181

Radio access network (RAN), 609

Radio-over-fiber technology, 483–486
Raman amplifiers, 156, 202–203

ASE noise PSD, 197

coupled wave equations, 195–196
noise figure, 198
vs. fiber length, 200, 200f

forward and backward pumped, 198–199, 198f
localized and distributed, 199, 199f

normalized signal optical power, 196f, 197

performance, 201

relative intensity noise, 200

scattering mechanism, 195

Raman gain coefficient, 195–196, 196f, 198
Rate equations, 91

erbium-doped fiber amplifiers, 183–186
four-wave mixing, 176–177
steady state solutions, 92–94

Rayleigh scattering, 45, 47–48b
Receiver optical-to-electrical conversion technology, 347

Receiver sensitivity

definition, 352–353
direct detection receivers, 353, 353f

10-Gb/s system, 354–355, 355f
Q-value, 353

waveform distortion, 355–356
Receiver sensitivity, 341

Reconfigurable optical add/drop multiplexer (ROADM), 596,

597–599f, 617
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Rectangle optical waveguides

cross section, 263–264, 264f
field distributions
for TE modes, 267, 267f

for TM modes, 266–267, 266f
normalized propagation constant, 265f, 266

Reflection and refraction, 24

Brewster angle, 29–30
critical angle, 27

Fresnel reflection coefficients, 25–26
normal incidence, 26

at optical interface, 24, 24f

optical phase shift, 29

Refractive index

carrier-dependent, 98

LiNbO3, 305, 306f

polymer, 256

silicon, 255–256, 271–272
step- and graded-index fibers, 147

Regenerator, 568–569
Relative intensity noise (RIN), 99–100
laser diodes, 99, 100f

and multipath interference, 372

Raman amplifier, 200

Relaxation oscillation, 98, 101f

Reliability, 574

Required optical signal to noise ratio (R-OSNR), 10–11
Return loss, 47–48b, 252
Rib waveguide, 271

Ring resonators

application, 233, 233–234b
configuration, 230, 230f, 318, 318f

finesse, 231–232, 232f
free-spectral range, 231, 320

light source modulation, 321, 321f

minimum power transmission, 231, 231f

normalized carrier density, 323, 323f

optical signal transmission loss, 322–323, 322f
photon lifetime limited modulation bandwidth, 321–322
power transfer function, 319–320, 319f
Q-value, 232–233, 318–319
transfer function, 322

wavelength, 319–320
ROADM. See Reconfigurable optical add/drop multiplexer

(ROADM)

Routers, 570

Routing decision, 570

Row-shifter circuit, 148–149, 149f

S
S-band, 14

Scattering loss, 45
Scholow-Towns formula, 103

Second generation fiber-optic systems, 7

Section layer, 568

Self-healing, 576, 577f

Self-phase modulation (SPM), 60–61, 60f, 70–71
Sellmeier equation, 52, 74, 305

Semiconductor

carrier confinement, 83–84
direct and indirect, 81

energy band, 82, 82f

p–n junction and energy diagram, 79–80
refractive index, 98

spontaneous emission, 82, 83f

stimulated emission, 82–83, 83f
Semiconductor-based optical switches, 275, 275f

Semiconductor optical amplifiers (SOAs), 10, 156, 179, 202

all-optical signal processing
conversion process, 172, 172f

cross-phase modulation, 174

gain recovery, 173–174
gain saturation, 174, 175f

gain suppression ratio vs. input pulse energy, 173, 173f

response speed, 173

switching, 175–176, 176f
in butterfly package, 157f

vs. erbium-doped fiber amplifiers, 179

fast-gain dynamics, 169–171, 171f, 202
four-wave mixing

frequency conversion, 178, 179f

rate equations, 176–177
signal power vs. frequency detune, 177, 178f

and laser diode, 165

steady-state analysis

large-signal material gain, 166

optical gain, 167

power transfer function, 167–169, 168–169f
rate equation, 165–166
saturation optical power, 166

small-signal gain, 165–166
structure, 166

Shared protection scheme, 575–576, 576f, 616
Short-circuit current, 146

Shot noise, 138, 150–151
Side-mode suppression ratio (SMSR), 94–95
Signal-ASE beat noise, 161–162, 162f, 201
Signal-to-noise ratio (SNR), 126, 137

photodiodes, 139–140
Raman amplifier, 200

Silica fibers, 45, 70

attenuation, 45f

Raman efficiency, 57, 57f

Silicon dioxide (SiO2), 20



634 Index
Silicon photodiodes, 6–7
Silicon photonic ring modulator, 318, 318f

Silicon photonics, 211

advantage, 270–271
definition, 255–256
directional coupler, 267–270, 269f
edge-coupling structure, 273, 273f

refractive index, 272, 272f

rib waveguides, 272

SOI wafer layer structure, 271, 271f

Silicon photonic structures, 211, 212f

Silicon ring modulator, 319–320, 329–330
Single-frequency laser, 123

definition, 104–105
DFB LDs, 105–108
distributed Bragg reflector (DBR), 107, 108f

Single-mode fiber (SMF), 20–21, 38, 43, 73
chromatic dispersion, 55b, 70

field distribution profile, 43–44
light source, 73

mode-field distribution, 44, 44f

polarization mode dispersion, 53

propagation constant, 73

Single-photon detector

biasing circuits, 144, 145f

principle, 144, 144f

Single-sideband modulation, 313, 313f

vs. double-sideband modulation, 315, 315f

Jacobi-Anger identity, 314

output optical field, 313

power spectral density, 314, 315f

power transfer function, 314

Skew modes, 39

Skew rays, 31, 32f

Slab optical waveguides

magnetic fields, 257–258
mode-cutoff condition, 259–260, 259f
structure, 256, 257f

symmetric and antisymmetric modes, 260–263b
wave vectors, 263, 263f

Small-signal electrical signal model, 136, 136f

SMF. See Single-mode fiber (SMF)

Snell’s law, 24

SONET. See Synchronous optical network (SONET)

Space-charged region. See Depletion region

Space optical switch, 284, 284f

Span switch, 578

Spatial light modulator (SLM), 193, 194f

Spatial optical interference, 210

Spectral hole burning, 82–83
Split-step Fourier method, 10–11
Spontaneous emission, 82, 83f
Spontaneous-spontaneous beat noise

generation process, 163, 163f

RF spectral density, 163

Spurious-free dynamic range (SFDR), 485–486
Square-law detection rule, 151

Square-law detector, 126

Standard single-mode fiber (SSMF), 41, 46, 64, 71

chromatic dispersion, 64–65
dispersion parameter, 52–53
polarization-mode dispersion, 74

Standing wave pattern, 33, 37

Star coupler, 563, 563f

Star network, 563–564, 563–564f, 615
State of polarization (SOP), 21–22

circular, 23

elliptical, 23

linear, 22–23
of plane wave, 23f

Step-index fiber, 35, 72

cross section, 39, 40f

index profiles, 31, 31f

Step index profile, 20

Stimulated Brillouin scattering (SBS), 20–21, 56–57
Stimulated emission, 82–83, 83f
Stimulated Raman scattering (SRS), 20–21, 57–58, 156, 195
Stokes photons, 56–57
Stokes wave, 195–197
Stress-applying parts (SAPs), 66–67, 67f
Stress birefringence, 54

STS-1. See Synchronous transport signal level-1

(STS-1)

Surface-emitting diodes, 84, 84f, 86b

Synchronous optical network (SONET), 498, 567, 567t, 568f,

569, 612

Synchronous transport signal level-1 (STS-1), 567–569,
568–569f
T
TCP. See Transmission control protocol

(TCP)

Thermal noise, 137–138
Thin-film interference filters

applications, 240–241
reflection and refraction, 239

transfer function and chromatic dispersion, 240, 241f

WDM demux, 242, 242f

Third-generation fiber-optic systems, 7

3-dB fiber directional coupler, 253, 253f

3-dB saturation input power, 159

Threshold, 92

Threshold condition, 89
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Threshold current density, 93

Through state, 288

Time division multiplexing (TDM), 579–580
Top-of-Rack (ToR) switch, 590

Transceivers, 560, 575

Transient chirp, 98

Transimpedance amplifier (TIA), 96f, 136, 137f, 138–139
Transmission control protocol (TCP), 559, 569–571
Transmission loss, 561, 561f, 563f

Transport layer, 559

Transverse electric-field mode (TE mode):, 37

Transverse EO modulator, 213f, 303

Transverse magnetic-field mode (TM mode), 37

Transverse wave. See Plane wave

Traveling-wave amplifier (TWA), 165, 201–202
Truewave (TW) fiber, 65t

Truewave reduced-slope (TW-RS) fiber, 65t

Turn-on delay, 96, 97f

Twisted nematic (TN) liquid crystal, 281, 281f

Twisted wires, 4, 4f

U
U-band, 14t

Unidirectional path-switched rings (UPSRs), 577, 577–578f,
616

User datagram protocol (UDP), 571

V
Vectoral propagation constant, 21–22
Vertical-cavity surface-emitting laser (VCSEL), 78–79, 120,

586–588
application
array technology, 113–114, 114f
light sources for illumination, 114–115

vs. edge-emitting diode, 112

output optical power, 112–113
performance, 113, 113f

power-conversion efficiency, 114–115
scanning electron microscopy, 115f

structure, 111, 111f

threshold current and the mirror reflectivity, 112

Vertical optical coupling (VOC), 275–276
V-number, 37–38, 38f

W
Wall-plug efficiency, 124

Water absorption peaks, 45
Wave front. See Phase front

Waveguide dispersion, 51, 53

Wavelength, 14

Wavelength conversion, 600

Wavelength-dependent fiber coupler, 216f, 217

Wavelength division multiplexing (WDM), 8–9, 8f, 58,
417–418, 557, 564–566

C-band, 359

de-multiplexers, 359

high-quality WDM multiplexers, 359

laser diode, 358–359
micro-electro-mechanical systems, 360, 360f

modulation instability and impacts
frequency components, 400

mean-field approximation, 396

normalized optical spectra vs. fiber length, 399, 400f

normalized power spectral density, 401

normalized RIN spectra vs. fiber length, 401

performance degradation, 396

propagation constants, 398

signal-ASE beat noise, 405

standard deviation of noise, 405

system performance degradation, 405–406
three-span fiber system, 407, 408f

transfer matrix analysis, 397f

transfer matrix formulation, 406–407
Wiener-Khintchine theorem, 398

N wavelength channels, 360

Wavelength-selective switch (WSS), 284, 284f, 591

Wavelength-space hybrid optical switching, 600, 600f

Wavelength-tunable transmitter, 576, 615

WDM. See Wavelength division multiplexing (WDM)

WDM-PON, 584–585, 584–585f
White noise, 137–138
Wide-area network (WAN), 573, 573f, 612

Wiener-Khintchine theorem, 103

X
XGPON, 583

XPM. See Cross-phase modulation (XPM)

Y
Yttrium iron garnet (YIG), 210, 250, 253

Z
Zero-chirp modulators, 310, 329
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